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Users Basic Guide

Preface to 3rd Edition

The appearance of this 3rd edition of the Users Basic Guide coincides with the appearance of
NONMEM 77 \ersion Ill Level 1. The 2nd edition was written before NONMEM 77 wasdiaped,
and its appearance coincided with that of Version Il of the earlier IBM-specific NONMEMtefore,
much has happened to the NONMEM program since the 2nd edition which should be documented in the
Users Basic Guide, and this 3rd edition aeéseahis goal. In addition, with this edition there are man
changes to the document which substantially ivgiits readability and clarityHoweve, the oganiza-
tion and examples used in the 3rd edition are little changed from those used in the 2nd edition.

The IBM-specific NONMEM has not been distributed since it was superceded in 1984 by NON-
MEM 77, a program that can be used witly arachine with an ANSI FORTRAN 77 compilefhere is
not as much opportunity today as there was earlier to confuse trepmtwams, and so there is not as
much necessity when referring to the current program towdfie name 'NONMEM’ with the term
'77'. Consequentlywith the appearance of¥sion Il of NONMEM 77 it will henceforth be called sim-
ply NONMEM, and this practice is reflected in this 3rd edition of the Users Basic Guide.

The nev features in Version Il are:

Theproblem summary has been streamlined.

NONMEM can provide some help in obtaining initial estimategfd? andz.
Theappearance of grgiven task specification record is optional.

Tables can be either printed or stored in (machine-readable) files.

A new task can be performed which simulates data according to thepesgfied model.This
data can be analyzed by performing the estimatiorgriemce, tables and scatterplot tasks.

6. Theobjectie function can be partly defined by user-code.

Features 1-4 are described in this Guileatures 5-6 are described in the 2nd edition of NON-
MEM Users Guide, Part Il, whose appearance also coincides with the appearance of Version lil.

It is advisable that a meNONMEM user read this Guide and try running and understanding some
or all of the examples found herein. The user can check that he has correctly installed the program by
comparing the output he obtains with the output displayed in this docuitegtte might be some rather
small discrepancies in sarfas the computations are somewhat machine dependent. All the output in
this Guide is obtained using a SUN model 2, equipped with a SKY floating-point coprocessor and run-
ning SUN UNIX 4.2 Release 3.4. All the output is obtained using Double Precision NONMEM; see sec-
tion A.1.

a s wnh e



Table of Contents

A. Introductionand General Background .
A.1. TheNONMEM Program . .
A.2. Purposand Oganization of the Document
A.3. NONMEM Features .
A.4. MajorNONMEM Tasks . .
A.5. Randominterindividual Efects
A.6. Acknowvledgements .. .
B. Data,Control, and File Records .
B.1. DataRecords . .
B.2. ControlRecords
B.3. FileRecords .
C. SimpleNonlinear Rgression
C.1. AnExample
C.2. PRED . :
C.3. ControlRecords
C.3.1. Introduction .
C.3.2. Dateet Specification Records
C.3.2.1. ATA Record
C.3.2.2. ItenRecord . .
C.3.2.3. LABELRecord . .
C.3.2.4. lermat Record .
C.3.3. ModelSpecification Records
C.3.3.1. STRICTURE record .
C.3.4. InitialEstimate Records .
C.3.4.1. Introduction. . . .
C.3.4.2. THER CONSTRAINT Record
C.3.4.3. THER Record . .
C.3.4.4. LQVER BOUND Record
C.3.4.5. UPPERBOUND Record.
C.3.4.6. DIAGONAL Record forQ
C.3.5. Bsk Specification Records .
C.3.5.1. ESTIMAION . . . .
C.3.5.2. COARIANCE Record .
C.3.5.3. ABLE Records . . . .
C.3.5.4. SCATERPLOI Record . .
C.4. AdditionalFeatures . .
C.4.1. INDXS.
C.4.2. ICALL .
C.4.3. Usinghe MDV Data Item
C.4.4. ModelSpecification File .
C.4.5. InitialEstimates fop .
D. NonlinearRegression with Nonnested RandorfeEfs
D.1. Introduction . . .
D.2. Examplewith One Random Eéct
D.3. Implementatioof Example 1
D.4. Examplewith Two Random Efects .

O~NoOoOUDdNWNDNRE R

ONNNNDODORQGRRONRNRONNREPDPDDPPREFAF A E RN W WMWNRR



D.5. Implementatioof Example 2
D.5.1 Introduction . . .
D.5.2 STRICTURE Record foQ
D.5.3. BLOCKSET Record fof2
D.5.4 Sortingn Tables
D.5.5. Separatingcatterplots . .
D.5.6 Selecte®rintout .
E. LinearRegression with One-ivel Nested Random E'efcts
E.1. Introduction
E.2 Examplevith One Inter and One Intra Ind|V|duaI Random tEtt
E.3. Implementationf Example 1.
E.3.1 Inputs .o
E.3.2 Selecte®rintout .
E.4. Examplevith Two Inter and Two Intra—mlelduaI Random Eécts .
E.5 Implementationf Example 2 .
E.5.1 Inputs .o
E.5.2 Selecte@rintout
F. Nonlinear Regression with One\et Nested Random Efcts
F.1 An Example .
F.2 Implementation of the Example
F.2.1 Inputs. .
F.2.2 SelectedPrintout
G. ErrorMessages ..
G.1 Messageom Processmg Data Records
G.2 Messagesom Processing Control Records.
G.3 Messagesom the Estimation Step.
G.4 Messagesom the Coariance Step. :
G.5 Messageom the Table and Scatterplot Steps
G.5 Messagesom the Finalization Step
Figures . .
References

RO NEEGEARNRNNROEORN B R R R @O0



A. Intr oduction and General Background

A.1l. The NONMEM Program

The NONMEM Project is an undertaking by researchers in the Schools of Medicine and Rharmac
of the Unversity of California, San Franciscdlhe project is a continuallyelving one, aimed at pro-
viding methodological results and computer tools for the analysis of data that may be described by
regression type models with mixed effects, i.e. botadandrandom effects, gnof which may enter the
model nonlinearly Data of this sort arise frequently in clinical pharmacological projects, aratitus
degrees in other scientific fieldSthey arise when there are multiple (or repeated) measurememrts tak
on a humber of experimental units.

Version Ill Level 1 of NONMEM, a computer program to analyze data usingm@inearmixed
effectsmodel, is nav being distriluted. Itis written in ANSI FORRAN 77. It is reliable, and attention
has been paid to the input of control information, to the output of results, and to program diagnostics.
The inputs to the program consist of data files, control information, anecaged subroutinesThe
required formats for these inputs are notyéer, user-friendly The NONMEM Project has paid more
attention to the delopment of more important aspects of the program - that is until receilthe
same time as Version Il is being distributed the NONMEM Project is also distributing for the first time
another program, NM-TRAN, a preprocessor to NONMEM that translates inputs specified in a more
userfriendly way to the formats required by NONMEM. This translator is documented in NONMEM
Users Guide IVYNM-TRAN Guide. Also, much effort has been made to ma¥ONMEM efficient.
However, this eficiengy is measured with respect to the types of computationally internesks the pro-
gram performs, tasks that sometimes call for using gelacale computeror a snaller dedicated
machine.

Versions I-lll incorporate an important methodological restriction. Althougedfigffects may
enter the model nonlinearlsandom effects must enter the model lineaiflerefore, the goal described
at the beginning of this section is not fully métowever, if a model is contemplated in which some ran-
dom effects enter nonlineariy may often be approximated well-enough by a model in which all random
effects enter linearly This approximation is described in a number of references (Sheiner et al 1977,
Beal, 1984a), as well as being illustrated in chapter F of this docuResearch is in progress within
the NONMEM Project that could lead to a future version of NONMEM in which this restriction is
relaxed. Excepffor the example discussed in chaptedFthe examples in this documentvalve lin-
early occuring random effects.

Another program restriction concerns the number of possibhislef nesting of the random
effects. NONMEMprovides only one begl of nesting. Wth one level of nesting there is one group of
random effects and another group nested within the first grbluig.is usually adequate for pharmacoki-
netic and pharmacodynamic applications. One advantage of NONM@ENbiher programs for med
effects models is that the randonfieets in the first group can be muétiiate, and the random effects in
the second group can be mvdtiate.

There really are tav NONMEM programs, single- and double-precisiarsions. Theuser can
choose to use eitheMary problems with fev parameters to be estimated can be run successfully with
the single-precisionersion. Problemsvith mary parameters usually need double-precision arithmetic.

If the computational time requirement does not pose a particularly difficult problem, the user should sim-
ply use the double-precisiorersion. Thisversion is not simply the single-precision version with all
floating-point variables and arrays declared double precifather care has been taek to use double-
precision only where it is necessaiy/hen the computational time requirement does pose a problem, the
user might first try using single-precision. If a problenveltgps (see section C.3.5.1), then the user
might try using double-precision.
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A.2. Purpose and Organization of the Document

This document, the Users Basic Guide, is first of a six part series of user documentation for the
NONMEM system. The other févparts are:

Pat Il - Users Supplemental Guide

Pat 1ll - NONMEM Installation Guide

Pat IV - NM-TRAN Guide

Pat V - NONMEM-PREDPP Introductory Guide
Pat VI - PREDPP Guide

This first part contains the essential information about touse NONMEM. It is presumed that the
reader has had some previous experience with using a nonlinear regresssion type program and that he
knows hav to interpret the output from that program.

Pat Il contains supplemental information about using NONMEM, aad M contains program
installation information and describes the program file structBed. IV is a reference guide for NM-
TRAN (see section A.1)Pat V is a primer designed for gmning users who wish to use NONMEM for
analyzing pharmacokinetic dat&or such users it might be helpful to begin by reading Parather
than this documentPat VI contains detailed usénformation about PREDRR wseful software pack-
age to be used with NONMEM by those analyzing pharmacokinetic data.

The Users Basic Guide isganized around realistic examples, progressing from a simple nonlin-
ear regression example to an example of a nonlinear model wétlalsene-leel nested random #dcts.
These examples are taken from the field of Clinical Pharmacoldgys those persons who are netyw
familiar with nonlinear mixed éfcts models mayby carefully following this progression of ideas,
become more familiar with the concepts. Presumably though, a NONMEM usenilgf with simple
nonlinear regression and has some familiarity with mixed effects models; he understands tlatduk is f
with data manifesting seral variance components, and he knowsvhio begn to model his data in
terms of these componentas stated abee, for the beginner with pharmcokinetic data it might be help-
ful to first study NONMEM Users GuideaR V. With each example the inputs and outputs of the pro-
gram that pertain to that example and that are not clear from tieyzexamples, arexplained. The
experienced NONMEM user should be helped by the Appendix which summarizes the psagram!
records.

A.3. NONMEM Features

The important ability of NONMEM to help analyze complicated statisticgkession type models
has already been noted in section A.1. Other features of the program are briefly listed here.

[ Derivatives of the regression function and certain weighting functions with respect to model
parameters need not be supplied.

ii The estimates of fixed effect parameters may be constrained.
i Initial estimates of the parameters to be estimated need natebe gi

iv  The iteratve ®arch iwolved in obtaining the final parameter estimates has googkrgence be-
haviour @en when parameter estimates are constrained under a null hypothesis.

v A file may be output at the end of the search that allows the search to Veaieodtty and
smoothly continued (or computations depending on the results of this search to be performed) in a
subsequent run, without once again starting the search from the beginning.

vi  An estimate of the a@riance matrix of the (parameter) estimate is carefully computed.

vii  Tables and scatterplots of data items, and also of predictions, residuals, and weighted residuals,
may be output.
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viii  The amount of data that may be input is not limited.
ix  Multiple problems may be implemented during a single NONMEM run.

Elaboration of some of these features occurs in section A.4 below; all are treated in detail in chapters C-
F. Other less frequently used features that are described in NONMEM Users Guide Part Il are:

X Variance-cgariance components may also be constrained in certain ways.

xi  Thereis considerable flexibility in defining the objeeifunction.

xii  Transgeneration of the data may occur before and after parameter estimates are obtained.
xiii  Datamay be simulated (as well as subsequently analyzed) under the specified model.

xiv  Eigervalues of the estimated correlation matrix of the (parameter) estimate may be computed.

One simple constraint on eaiance components, i.e. constraining all of these to be zero, is described in
Pat .

A.4. Major NONMEM Tasks

There are six major NONMEM tasks that may be undertakenyirgisen NONMEM problem.
These six tasks are performed in what are called the six program steps. Each of these steps are optional,
though some step depend on the results of previous steps.

In the first step, the Simulation Step, data are simulated under thgpesdied model. The par
ticulars of this step are discussed in NONMEM Users Guide, Part Il.

In the second step, the Initial Estimation Step, initial estimates of model parameters are computed.
Initial estimates may be specified by the paed often this is not dicult. Buton occasion some help is
needed, and the user mayJeany @rticular initial estimate blank, in which case the Initial Estimation
Step is gecuted.

In the third step, the Estimation Step, final estimates of the model parametedseffiect parame-
ters and ariance-cwariance components - are obtaindéor this purpose an objeeg function (e.g. a
least squares objeeti function) in the model parameters is minimized, and the final estimate ¢as a v
tor) is taken to be the minimum pointhe minimization is carried out by implementing a numerical
search in parameter space for the minimum pofattually, NONMEM reparametrizes the model, the
objective function is expressed internally in terms of the parameters, and the search is implemented
in the transformed parameter space. The default olgeftinction is the extended least squares objec-
tive function (Beal, 1984a,b) which is often appropriate with continuous-valued type observations mod-
eled in terms of a regression function whoaki@s predict these obsations. Therean be other types
of observations, e.g. dichotomous obs#éinns or failure-time observations, where another obgecti
function would be more appropriate. NONMEM allows the user to defing othar types of objeote
functions.

The numerical search is implemented according to an algorithm byMefcher 1972, modified
by IMSL (whose code forms the basis for the NONMEM code), and further modified by the NONMEM
Project. Thisalgorithm is a devitive-free quasi-Neton type minimzation algorithm for an arbitrary
objective function. Itis presumed that the user has some familiarity with the types of numerical prob-
lems that can be encountered with minimization algorithms.

In the fourth step, the @ariance Step, an estimate for thevaance matrix of the estimate
obtained in the Estimation Step is computdthe accurag of this covariance estimate increases as the
number of (statistically independent) obsdions increases. It is not a simple matter tonkhow reli-
able the cweariance estimate is for grgiven problem. Thisdifficulty is encountered with gmonlinear
regression programThe examples used in this documenbine only moderate amounts of data, but in
this respect theare similar to man problems run wer the years by NONMEM users. On the other
hand, the original impetus for the NONMEM Proje@tsio deelop an ability to analyze large quantities
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of pharmacokinetic data arising during routine patient care, and the large data requirement underlying the
covariance estimate auld not be a particular problem in this cotteln ary case, some elements of the
covariance estimate may be better estimated than others. This goes along with the fact that some model
parameters may be better estimated than othlemsexample, parameters in the regression function are
usually estimated better than variance components, and variance components are usually estimated better
than coariance components. The \@iance estimate at least prdes certain important qualiteé
information. Inthis document it is called the wiancematrix, for short, and the square roots of its di-

agonal elements are the estimates of the standard errors of the parameter estimates.

The cwariance matrix imolves denvatives of the objectie function with respect to model parame-
ters. Theselerivatives ae computed numericallysing a compbe algorithm based in part on the method
described by Nelder and Mead (1964). addition to computations of thevasiance matrix, computa-
tions of the inerse cwariance matrix, the standard error estimates, the correlation matrixeti&aom
the cwariance matrix), and the eigeatues of the correlation matrix are all performed in theadance
Step.

In the fifth step, the Tables Step, all data items of selected types maylagehb Therecan be
several tables, and each table can be printed or stored in &fieh rov of a table corresponds to a dif-
ferent data record, and each column corresponds to a different type of dats\itbneach data record
there are three additional types of data items, called the NONgEdratediataitems, which do not
occur in the data set itself, but yhare included in all tablesAs do the other data items in the data
record, these three data items relate to the observation in the data Watbrthe defult objectve func-
tion (i.e. the extended least squares objedhinction) these three data items are: the prediction of the
obsenation, the residual difference between observation and prediction, and the weighted resgual dif
ence. Vith other usedefined objectie functions, other NONMEM generated data items can be defined.
Also, the rows of a table may be sorted on the data items of one type, and then sorted within that sorting
on the data items of another type, etc.

In the sixth step, the Scatterplot Step, data items of one type can be scatterplotted against the data
items of another typeA scatterplot can be used to plot functions as well as relationships that stet-
ter". A scatterplot of y vs x may also include the line y=x (useful when prediction is scatterplotted
against observation), and a scatterplot of residual or weighted residual data iays iacludes the
"zero line". Moreover, families of scatterplots of y vs x may be generatedch member of a family is
obtained using only the data records with the same value of some third data item #pamily mem-
ber exists for each different value of u occuring in the datalseaddition, families, each of whose
members is obtained using only the data records with the same values of some third and fourth data item
types, u and vmay also be generated. Using the transgeneration feature (see NONMEM Users Guide,

Pat 1), data items to be tabled or scatterplotted may be defined in terms of the final parameter estimate.

A.5. Randomlinterindividual Effects

Typically with population type pharmacokinetic data, there are repeated afimesy i.e. mea-
sured responses, on each of a number of experimental unitsxddrareental units are animal or human
subjects, and presumabthey are chosen randomly from the population of interest. If there were no
measurement error in the responses, and if for fiabges for a set of measurable independariailes,

a dbject alvays had the same response, then usuaily would still not be able to predict this response

with full certainty This is because there are usually intersubject, or what we call interindividied, dif
ences in response which cannot kplaned solely in terms of the measureable independwiables.

Rather they are attributable to effects whose values are unknand which we treat as random, and we

call these décts randoninterindividual effects.The rationale for treating these effects as random is that

as indviduals are randomly chosen, so are the interindividual values associated with the effects in ques-
tion. Thevalues of a random interindividual effect are constant for all observations froveraigivid-

ual. Inthe contat of NONMEM the values of a random interindividual effect, ay ey from indvid-
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ual to individual, are to be garded as being statistically independefhe rationale for this is that indi-
viduals are assumed to be chosen not only randomly buinalspendentlpne from the otherThe \al-

ues of random interindividual effects are unkno Fixed interindividual effectsare the dects whose

values can be measured. (These need not be treated as random, agcasorigerded adixed.) The

concept of random interinddual effects is central to NONMEM. This concept sets the program apart
from other nonlinear regression programs but makes it similar to other repeated measures type programs.

With models where no randonteft is nested within another random effect, NONMEM treats all
random effects as random interindividudieefs. Inother words, thealues of all random effectsary
only from indvidual to indvidual. Considerfor example, ansimple nonlinear regression modéthere
is no nesting of random effects since the model has only one rantiwn (efatistical residual fefct).
The value of this effect varies from observation to observation, but each athseran be identified
with a different indiidual. Eithereach obsemtion indeed comes from a different individual, or when
the observations do not come from different individuals, because these observatioga@ed es being
statistically independent, then for the purposes of modeling cdrebe rgarded as coming from dér-
ent indviduals. (Inthe latter case, and when all observations indeed come from a singlduatithe
population about which inference is made is, of course, thigidudil.) Thereforethe random déct
can be (and with NONMEM it is) treated as a random interindividual effect.

With models where there is a ongdenesting of random effects NONMEM treats the random
effects in the group at the outside of the nest as random intédingl efects. NONMEMtreats the ran-
dom effects in the nested group as randaimaindividual effects.Their values vary from obseation to
obsenration within an indridual. Inthis contat by an observation we mean either avamate obsera-
tion, or, when appropriate, a multriate observation.

The random interindividual effects are denotedybyn,, €c. Theirvariance-coariance matrix is
denoted byQ and is called OMEGA in the NONMEM printouThe random intraindividual effects are
denoted byeq, &5, etc. Theirvariance-coariance matrix is denoted by and is called SIGMA in the
NONMEM printout.
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B. Data, Control, and File Records

B.1. DataRecords

The datasetconsists of a sequence of dataords,essentially one for each different obsion
(although see the discussion helabout data records with missing dependeariable data items)A
data record, in turn, is a sequence of datas(the same number of data items in each data recGnak.
of these data items is the associated observation, also calléepedenvariable (DV) dataitem. The
other data items in the data record may be loosglyded as specific items needed to predict thedB-
ta item under the user-specified statistical model. The data items of each data record are placed on a
number of contiguous FARN records, and this set of FORTRAN records is read by NONMEM as a
unit, i.e. with a single 1/0 list, under a usapplied FORTRAN format specification. The format speci-
fication may consist of E,, lend X format codesAn | code is not allwed. For example there may be
nine data items per data record, and these may be distrilugtettvo FORTRAN records.

Example B.1.i:
1.2 3.6 4.7 .27E01 Record 1
05 98 65 .12E00 3 Record 2

and read with the format specification (3(F3.1,2X),E6.2/3(F3.1,2X),E6.2,2X,F1.0).

In NONMEM the data records with\Ddata items associated with avgi individual are grouped
together This is accomplished in part by including in each data record a data item identifying the indi-
vidual with which the IV data item in the record is associated. This data item is calledethtfication
(ID) dataitem. An ID data must avays appear in the data recoracept when eery data record wuld
ordinarily have adifferentID data item, in which case the ID data items are not necedsattye abee
example the ninth data item might be the ID data item, although there is no requirement that the ID data
item be intger-valued. Thegrouping of the data records is acomplished by including ID data items in
the data recordand by arranging that all data records with the same ID data item be contiguous in the
data set.Two or more data records are understood to be contiguous if the sets of FORTRAN records on
which the data items of these data records are placed (one set PAR®@Etords per data record) occur
contiguously in the data file. The data records with the same ID data item arevaflezdlled an
individualrecord.This ID data item is also called tH2 dataitem of theindividual record.

ID data items can be constructed with a little morgilfiity than indicated abege. The ID data
item of an individual record A must &f from that of the following individual record Blowever, it
can be the same as the ID data item of thevidhdal record following B. The rule is that only theothD
data items of tw contiguous individual records must differ.

As mentioned in section A.5, when the statistical model has non-nested random effects, the obser
vations are rgarded as arising from different individualsjen if, indeed, thg do not. Theobservations
in simple nonlinear regression models, for example, aregeodesl. Inthis situation each data record
containing an observation should be contained in a different individual record.

Data records may be designated as missiMiglta items.Such records are useful for a variety of
reasons. & example, suppose that the prediction of theédata item depends on thalue of time,
another data item in the data recolppose also that one wants to plot predictions vs time, and for this
purpose, one wants todop predictions at time points other than those for which there correspond D
data items in the data seDne can construct additional data records with these time points and designate
them as missing Y0 data items. Predictions will be generated for these data records, and these predic-
tions can appear in tables and be used in scatterglbexe will be I¥ data items on these recordsit b
they will be "dummy" items. The user can let them be zero grather \alue(s). NONMEMwill not
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use the I¥ data items on these records - not for the purpose of estimatimmever, dl data items on all
records will be used for the purpose of constructing talifesthe purpose of constructing a scatterplot
where one of the axes of the plot corresponds to Mel&la item, or the residual data item, or the
weighted residual data item, data records designated as missing ttaéelitem are not used.

If there are to be data records designated as misairdpia items, then all data records musteha
a mssingDV (MDV) dataitem. A MDV data item must be either zero or o zero MDV data item
means that the W data item in the record is not missing; a one means that it is mis$itlgere are
MDYV data items, there must also be ID data itemen(é there is It one data record in each inidiual
record). Adata record with MB data item equal to zero is called an obagonrecord.When there are
no MDV data items in the data set, all data records are observation re@ordisdividual record need
not hare any adbsenation records; that is, it may be comprised only of data records designated as missing
DV data items.

In a model with one-kel nested random effects there are random interindividual effects, and
nested within them, there are random intraindividuflots. Therandom interindividual effects may be
called randonievel-one effects,and the random intraindividual effects may be called ranidwahtwo
effects.(There are tw levds of random décts,but there is only one 1&l of nesting.) Ina datistical
model for the I¥ data items, the values of randomdeone effects are different only fonDdata items
in different individual recordsThe ID data items are used to group data records into individual records.
The ID data item is also called thevel-one (L1) dataitem, and an individual record is also called a
level-onerecord.Now suppose that multeriate observations are obtained from each of a number of indi-
viduals. Inthe statistical model the values of randoweldwo effects are different only for D data
items that are elements of fetifent obserations. (Ifall observations are urdriate, the values of random
level-two efects are different for allYDdata items.) Therefore, when there are naaltate obserations
modeled with one-lel nested random effects, another type of data item must be used to group data
records according to the observations with which th&frdata items are associated. This data item is
called thelevel-two (L2) dataitem. The grouping of the data records by observation is accomplished by
including L2 data items in the data recoesh&l by arranging that all data records related by the same L2
data item be contiguous in the data Sete data records related by the same L2 data item are a@lecti

viously, a levd-two record should be totally contained within adeone record.

L2 data items can be constructed with a little mongtfllity than indicated abee. The L2 data
item of a leel-two record A must dier from that of the following hegl-two record B. However, it can
be the same as the L2 data item of tiellewvo record following B. The rule is that only the .2 data
items of two contiguous lgel-two records must differ.

The Dv, ID, MDV, and L2 data items are the data items in the data set that are of particular con-
cern to NONMEM, and theare called the NONMEMataitems.Other data items in the data set are of
concern only to user-supplied subprograms.

B.2. Control Records

The controlrecordscontain the instructions to NONMEMThe sequence of control records is
called the controbtream.Each control record is comprised of one or more FORTRAN 80 character
records. Allcontrol records begin with a 4 character preface such as ESTM, @@ATHTA (abbrevi-
ating ESTIMATION, SCATERPLOQIT, and THETA, respectiely). Thefields on a control record gim
in position 9, except where noted otherwidfea control record needs to be continued on more than one
FORTRAN record, the fields on each of the continuation recordmbe position 9 also, and the first 8
positions are left blank.
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Example B.2.i:
THTA 11 2.2 33 ... 99

10.10 11.11 (continuatiomcord)
column no.: 9 1 2 7
7 5 2

Some control records ta aly one field, 72 characters long, in which a character string is placed.
Such records are said tovieacharacteformat. They cannot be continued.

Example B.2.ii

PROB THETHEOPHYLLINE DATA

column no.: 9

Most control records lva ae or more 4 character fields in which gees are placed. These integers are to be right-adjusted in
the fields. This type of control record has at most 18 fields per FORTRAN record. Such records are @idteghdormat.

Example B.2.iii:

SCAT 0o 2
column no: 1 1
2 6

Some control records, kkthat in Example B.2.i abe, haveone or more 8 character fields in which FORTRAN fixed point
numbers are placed. This type of control record has at most 9 fields pgRAQIRecord. Such records are said todéixed
pointformat.

There are 21 functional types of control records, as listed in Table Bl@wever, mary of these
are optional.
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Table B.2.i

Control Record Types
Record type Preface
FILE record FILE
PROBLEM record PROB
DATA record DATA
ITEM record ITEM
INDEX record INDX
LABEL record LABL
FORMAT record FORM
FIND record FIND
STRUCTURE record(s) STRC
THETA CONSTRAINT record THCN
THETA record THRA
LOWER BOUND record LOWR
UPPER BOUND record UPPR
DIAGONAL record(s) DIAG
BLOCK SET record(s) BLST
SIMULATION record SIML
SOURCE record(s) SORC
ESTIMATION record ESTM
COVARIANCE record COVR
TABLE record(s) TABL
SCATTERPLQ record(s) SCA

The record types are divided intodiwajor groups. The first group is comprised of the FILE and
PROBLEM records. The second group is comprised of the daspecificationrecords;these records
define the characteristics of the data set. The third group is comprised of thespemifedatiorrecords;
these records, along with the user-supplied subroutine PRED, define the simulation/data-analytic model.
The fourth group is comprised of the initedtimaterecordsthese records g te initial parameter esti-
mates, or information that can be used to obtain these estinfdigsalso may contain information that
can be used to obtain final parameter estimaté® fifth group is comprised of the tasgecification
recordsthese records define the tasks that are to be implemented in order to simulate/analyze the data.

B.3. FileRecords

The control stream is stored in a file. There are other files used by NONMEM (for a complete list-
ing of these see NONMEM Users Guide IIFor example, the data set can be stored in a separate file.
(The data set can also be "embedded in the control stream", in which caséeittiselyf stored in the
file containing the control stream.) The file mentioned in point v of section A.3 is anedmeple. Itis
called a ModeBpecificatiorFile. Each of these tawexamples is an example of a file that exists at the us-
er's gption (unlike the file containing the control stream) and that must be opened by NONMEM itself,
i.e. instructions to open the file must bgegito NONMEM. Thistype of a file is called an optional
NONMEM file. (There may be files that are opened by user-supplied subroutines. Thesgaaiedre
differently. For discussion of these see NONMEM Users Guide, Part Il.)
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The filerecordscontain the instructions to open the optional NONMEM filéke sequence of file
records is called the filstream.Each file record is formatted exactlydila daracteiformatted control
record (see alwe), with the exception of the problem delimiter record. The name of a file is placed in
the character field (left adjusted). There are 4 functional types of file records, as listed in Table B.3.i.

Table B.3.i
File Record Types

Record type Preface

DATA record DATA
MODEL SPECIFICATION FILE INPUT record MSFI
MODEL SPECIFICATION FILE OUTPUT record MSFO
TABLE record TABL

All these records are optionallhey may occur in ay order, with the one exception that when a MODEL
SPECIFICAION FILE INPUT record and MODEL SPECIFICATION FILE OUTPUT record both
occur for the same problem, the latter must preceed the fofithere can be only one file record of each
type per problem. The file records foryamme problem must be followed by a problem delimiter record,

i.e. a record consisting of asterisks in positions 1-4. If there are no file records with a problem, only the
problem delimiter record should appear.

When the data set is contained in a separate file, the name of this file is placed in the field of the
DATA record. AModel Specification File occurs in davays, as a file to be input when continuing a
search, and as a file to be output tovaléosearch to be continued lateéthe MODEL SPECIFICAION
FILE INPUT record and the MODEL SPECIFICKON FILE OUTPUT record correspond to thesetw
files; the name of the file is placed in the field of the corresponding reEach table generated in a
given problem may be stored in a common file callecbl@File The name of the Table File is placed in
the field of the TABLE record.
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C. SimpleNonlinear Regression

C.1. AnExample

Although the main purpose of NONMEM is to handle more complicated statistical models than the
simple nonlinear statistical regression model, the example discussed in this chapter will help illustrate
and explain manaspects of NONMEM. Also, since some of the features illustrated in this chapter are
not part of gery nonlinear regression program, the user may be interested in using NONMEM with sim-
ple nonlinear regression model§hese features include the ones listed as i-ix in section A.3. The fea-
tures listed as x-xi(not illustrated in this chapter) could also apply to simple nonlinear regression.

Typical of a simple nonlinear regression situation is the one discussed here where the plasma con-
centation of the drug theophylline has been observed at various times after an oral dose has been admin-
istered to a subject. The regression function is taken to be the "one-compartment model with first-order
absorption" (Gibaldi and Perrjet982):

01%X1

(61,6, 65, X1, %) = ————~
05(61 — 6,)

(exp C62%2) = (exp (61X2))

where there are threegression parameters;, 6,, and 65, and two independent variables; xwhich
denotes the amount of the dose, apdwhich denotes time. The simple nature of the situation refers to
the statistical model which is defined by

Yi =1(61, 6, 03, X311, X2i) + 17

where y is the ith value of the dependent variablg,and %; are the associated values of the indepen-
dent variables (xis subscripted here, although its value remains constant), ang &ne statistically
independent random errors with means 0 and commeancecs?. This \ariance is another model
parameter which is to be estimated. Note that the variangésoélgo the constant’.

To proceed with the data analysis one needs to inform NONMEM about
[ the oganization of the data set

il someunderlying model structure: in this case the number of regression parameters aoctlttiad f
there is only one random effect

i the way to compute values of the regression function
iv  initial estimates of the model parameters
v the tasks to be performed

The data set specification recordsetaltire of i, the model specfication recordsetasre of ii, the initial
estimate records tekare of v, and the task specification recordseatare of v A usersupplied FOR-
TRAN subprogram, PRED, tak care of iii. These four sources of input will be discussed in the remain-
ing sections of this chapteBefore turning to this discussion, some remarks about estimation with sim-
ple nonlinear regression are in order.

__ Traditionally, estimates of the regression parameters are obtained by searching forallnesé,y
6,, s, of the parameters that minimize the function

|
O(64, 62, 05) = Zl (v = (61,62 63, %11, %))
i=

where | is the number of obsations. Sucla function is called an objeg# function. This particular
function is called the leastuaregLS) objective function. The estimat&? of o is obtained by diding

the minimum value of the objeet function by | (or sometimes by | minus the number of regression pa-
rameters, i.e. I-3 in this caseffor simple nonlinear regression, NONMEM uses a slightly different ob-
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jective function:

|
O(64,6,,63,0%) =1 log 0? + ¥ v - f(81, 62, 63, X1, X21)) 1 0?
i=1

and takes thealuesé,, 6,, 8;, &% of the four model parameters minimizing this function to be the
parameter estimates. Hovee, it may be easily verified that

éj_:él, ézzéz, 93:é3, 5'2=5'2.

This objectve function is called thextendedleastsquaregELS) objectve function. It is a special case

of a more general ELS objeati function described in later chapters. This general obgdinction is

used by default with NONMEM because it can be used with statistical models that are more complicated
than a simple nonlinearge=ssion model, while, as just noted, a special case of it can also be used to ob-
tain simple least squares estimates. In its general form use of the ELSveljguttion provides statis-

tically consistent estimates under the assumption that the data arise from the data analytic model (Beal,
1984b). Wth simple nonlinear regression models, or with different models, different ofgjdatictions

from this default function may be used to obtain parameter estimates (see NONMEM Users &uide, P

11).

C.2. PRED

The regression function f is computed for various values of the regression parameters and indepen-
dent \ariables. Theusersupplied subroutine PRED is expected to return the appropriate value of f for
ary such set of alues. Theargument list for PRED is

ICALL, NEWIND, THETA, DATREC, INDXS, EG, H.

The arguments ICALL and INDXS are discussed in sections C.4.2 and C.4.1, vepettie agument
NEWIND is discussed in section C.3.5.Phe argument H is discussed in chapters E antHETA is a
one-dimensional array in which the values of #fe ae passed DATREC is another one-dimensional
array in which a data record is passed, including, in our example, the data items correspondirad-to the v
ues x; and %;, for some i, of the independentinables. PREDs called maw times, and when it is
called, it is called in lrsts. Duringa kurst of calls, the values in THETare held fixed, and the data
records from an inglidual record are passed one after the other in the order in whiclhppbear in the
individual record. This is called aukst of the individual record.In the example ID data items are not
used, and sovery data record is an individual record. In this cagayeburst of an indiidual record

will consist of a single call.

Using the values in THE and DATREC, PRED must compute thalue of f and return it in the
amgument F This is illustrated in Fig. 1, where one possible code for a PRED which implements the
example is gren. With simple nonlinear regression thalwe 1.0 must be returned in the first entry of the
one-dimensional array G. The reason for this is made clearer in chapter D.

The PRED subroutine may be as complicated as is needed. In paritcoiay call other user
supplied subroutines to accomplish various tadkse following dimension statement shoultvajs be
included:

DIMENSION THETA(*),DATREC(*),INDXS(*),G(*),H(*)

as well as the statement:

DOUBLE PRECISION THETA,F,G,H
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when Double Precision NONMEM is being used. When double precision is used, the floating-point
computations in PRED based on the values in TAIBould be done in double precisioRalure to do
so can result in failure to estimate the parameters altogether.

C.3. Control Records

C.3.1. Introduction

The first control record in the control stream must be the FILE record, a record that applies to all
the problems occuring in the NONMEM ruiithis record is not to be confused with a file record appear
ing in the file streamHowever, this record is very much concerned with file records. Character format is
used. Thecharacter field contains the name (left-adjusted) of a file containing the file stife@ortile
records are to be used (meaning that no optional NONMEM files are to be used), therdtihdii
can be placed in the field, and it is then understood that there is no file stream. See, for example, the con-
trol stream shown in Fig. 2.

A problem specificationis a sequence of control records\pding the control information for a
given problem. Thecontrol records are chosen from the listegiin Table B.2.i (but cannot include the
FILE record), and the order in which thappear in the problem specification must fallthe order in
which they appear in the tableA NONMEM run can consist of a single probler.control stream is
constructed which consists of the FILE record fold by a problem specification. This is illustrated by
the control stream in Fig. 2Multiple problems can occur in a single NONMEM run simply by con-
structing a control stream consisting of the FILE record followed by the concatenation of a number of
problem specifications.

The first control record of a problem specification mustgd be the PROBLEM recordCharac-
ter format is usedA heading for the computer printout is placed in the field. See Fig. 2. The next four
control records of the problem specification in that figure are data set specification records,Ahe D
ITEM, LABEL, and FORMA records. Thesare discussed in section C.3Phe next record is a model
specification record, the initial STRUCTURE record. This is discussed in section Cledext fie
records are initial estimate records, the TAETJONSTRAINT, THETA, LOWER, UPPER, and DI&-
ONAL records. These are discussed in section C.Bhk last fiw records are task specification records,
the ESTIMATION, COYARIANCE, TABLE, and SCATERPLOT records. Thesare discussed in sec-
tion C.3.5. This entire discussion is summarized in the Appendix.

The entire computer printout which results from using the PRED routine and control stveam gi
in Figs. 1 and 2, respeatly, is gven in Figs. 3-18. Explanation about this printout isegi below along
with detailed explanation about the control recortise first page of printout is a rather setpnatory
page summarizing the informatiorven in the problem specification. It is called the probleimmmary.

C.3.2. DataSet Specification Records

C.3.2.1. DATA Record

Control parameters giving a global characterization of the data setwvaneirgthe DATA record.
This record must appear in a problem specification. Integer format is used.

The data set may be embedded in the control stream as in Ffgh2.number of data records is
small, this is often the most ammient procedureThen a blank or 0 is placed in field 1, and a blank or 0
is placed in field 2.

Alternatively, the data set may be contained in a separate (sequential) file, in which case a 1 is
placed in field 1.With the first problem the file is read once onlytil all data records in the data set are
read. NONMEMknows when to stop reading data records because the number of data records is placed
in field 3. If there is a subsequent problem which uses the same data set, the file will needvtubé re
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before it can be read aig. Thisis accomplished by placing a 1 in field 2. If a subsequent problem in

the same run uses a second data set, one contained in the same file as is the first data set and placed
immediately after it, then with this subsequent problem the file should notvbene: Thereading of

the file must continue from where it ended with the first problem. This is accomplished by placing a 0 or
blank in field 2.

As stated abge, the number of data records in the data set is placed in fiegMtB.lage data sets,
it may not be covenient to hae o know this numberand there is a way in which field 3 can be ignored;
see NONMEM Users Guide, Part Il.

The number of data items per data record is placed in fieldhié. number must be between 1 and
20. Thisdoes not represent a significant limitation; data records designated as migsitegalitems
can effectvely serne as ontinuations of data records.

The DATA record in Fig. 2 illustrates the almremarks.

C.3.2.2. ItemRecord

The main function of the ITEM record is to specify wheaeiaus data items of interest are found
in the data records. This record must appear in a problem specification. Integer format is used.

The index, i.e. the position in the data record, of the ID data iterwas i field 1, the inde of
the DV data item is gien in field 2, the inde of the MDV data item is gien in field 3, and the indeof
the L2 data item is gén in FHeld 7. Since a ¥ data item must alays be present in the data record, the
integer in field 2 must alays be at least 1However, if the records do not include ID data items, a blank
or 0 should be placed in field 1, and similarly with respect to fields 3 afti& ITEM record in Fig. 2
illustrates these remarks. Since ID, M2nd L2 data items are not included in the data recordg®’
placed in fields 1, 3, and 7 (a blank acts BkQ.

A blank or 0 should be placed in field 4 unless the INDXS feature is used; this feature is discussed
below in section C.4.1.

If the user vants to specify alphanumeric labels to be used in the output for the different types of
data items, then a 1 should be placed in field 5. If the user wants NONMEM to specify labels, then a
blank or 0 should be placed in field B this case the labels will be VR 1, VR 2, etc. for the first, sec-
ond, etc. type data items in the data recdrde problem specification of Fig. 2 indicates that labels are
to be user-specified.

C.3.2.3. LABEL Record

Labels to be used in the tables and scatterplots for the different types of data itewandretios
LABEL record. Each label consists of 4 alphanumeric characters, including blaimkd. ABEL record
is optional. When it appears, labels fail the different types of data items must be supplied. When it
appears, a 1 must also be placed in field 5 of the ITEM record (ses.abo

The format of the LABEL record is special; it is udilny of the formats of the other control
records. Therare as manfields in the LABEL control record as there are data items in a data record.
(However, e NONMEM Users Guide, Part Il for a discussion of specifying labels for the NONMEM
generated data itemsBach field has four positions, and the label for the ith data item is placed in the ith
field. Thefields are separated by 4 blanksee Fig. 2. At most 9 labels can be placed in the fields of a
LABEL record comprised of one FORTRAN record, and if there are more than 9 data items per data
record, the LABEL record can be continued with other FORTRAN records (9 labels p@RAOR
record).
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C.3.2.4. rmat Record

The FORTRAN format specification used to read the data items (see section B.1) is supplied in the
FORMAT control record. This record must appear in a problem specification (except see the discussion
in NONMEM Users Guide, Part Il, gerding the first field of the BTA record). Thdormat of the FOR-

MAT record is special; it is unkkany of the formats of the other control records. The specification,
including both left and right enclosing parentheses, is placedame in the FORTRAN record immedi-
ately following the FORTRAN record containing the pied. Seefor example, Fig. 2. This allows the
specification to be as long as 80 characters (including left and right enclosing parentheses).

control stream Embedding the data set in the control streamwsyal accomplished in thisay. In Hg.
2 each data record contains 3 data itefbe first data item is the dose amount, the second data item is
the time, and the third data item is theé &ata item.

C.3.3. ModelSpecification Records

C.3.3.1. STRICTURE record

There is just one model specification record needed for a simple nonligezssien problem, the
initial STRUCTURE record.The dimension of the parameter space is obtained from the information
given in this control record. Sometimes additional STRUCTURE records are needed in a problem speci-
fication. Theinitial STRUCTURE record is required unless a Model Specification File is input (see sec-
tion C.4.4). Integer format is used.

There are 8 fields on this record, but only 3 of these are of concern with simple nontinest re
sion. Thelength of THER is placed in field 1. In the example this number isTBe number of random
interindividual effects is placed in field 2. In the example this number Bhg. only random effect ig,
and as explained in section A.5, it is a random interiddal efect. A1 is paced in field 6. This has
the efect of informing NONMEM that the ariance-cwariance matrixQ of all random interindiidual
effects is diagonalWith simple nonlinear regression, where there is only one stett, €1 is a simple
scalar quantity4?), and this is the simplest example of a diagonal matrix.

C.3.4. Initial Estimate Records

C.3.4.1 Introduction

Initial estimates of the model parameters are usedvieraenays. Ifa mnimization search for
parameter estimates is carried out, the search will begin at the initial estiétes.a search is contin-
ued from a preous problem, and a Model Specification File is input for this purpose, then the search
begins from where it left dfin the previous problem. In this case initial estimate records are not
required. Ifa arch is not undertaken, tables and scatterplots can still be generated, and the NONMEM
generated data items (e.g. prediction, residual, and weighted residual data items) will be computed using
the initial estimates (unless,ag, a Model Specifcation File is used). An initial estimate should repre-
sent the best guess of the populatialug of the parameteBome appropriate scale for the parameter
should be implied by the initial estimate. The value 0 (a number which has no scaley idloeed
unless the parameter is fixed to thiduwe. Rrameters can be fixed in value; this will be describedwbelo
There can sometimes be problems in guessing at populaioasy NONMEMprovides some help in
this regard. Thisis illustrated in section C.3.4.6 bel@nd in section C.4.5.

C.3.4.2. THETA CONSTRAINT Record

Control parameters concerned with constraining the elements of A HifeTgiven in the THETA
CONSTRAINT record. Constraints on THETelements are necessary when NONMEM must obtain
initial estimates of some of these elements; see section 0 Hs.aso may be used for obtaining final
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estimates of these elements. In this latter context, the minimization search is wrdertalconstrained
parameter space. Each THEE&ement may be inglidually constrained (or not) to lie in an interval of
the form (a,b), where a may beo and/or b may beo. Or perhaps a=b, in which case the element is
fixed to the value a. The value a is called the Idveemd,and the value b is called the uppeund.

Integer format is used with the THETCONSTRAINT record. This record is required unless a
Model Specifcation File is input(However, there is the following exception to this rule which should
only be of interest to Version Il users. The THECONSTRAINT record is ng to Version lll. It is
used in part to replace the use of fields 4 and 5 of the initial STRUCTURE record. Field 1 on the
THETA CONSTRAINT record is equdalent to field 4 of the INITIAL STRUCTURE record. Field 5 of
the INITIAL STRUCTURE record is unnecessary with Version Nersion Il ignores fields 4 and 5
unlessthe THETA CONSTRAINT record is missing from the problem specificatiéields 4 and 5 of
the initial STRUCTURE record will be deaaied with Version 1V.)

If none of the THEAR elements are to be constrained, a 0 is placed in field Fig. 2 a 1 appears
in field 1, indicating that some of the THEElements are to be constrained. There is one other field in
this record; it is described in section C.4.5.

C.3.4.3. THETA Record

Initial estimates of the elements of TH&Ehould be placed in the fields of the THETecord.
The initial estimate of the ith element is placed in the ith fi€lded point format is used. This record is
required unless a Model Specification File is input.

In the THET record of Fig. 2 the three initial estimates are 1.7, .102, and 29. These estimates
were obtained using the"method of residuals" (sometimes called the "peeling" or "feathering" method)
for fitting exponentials, described in Gibaldi and Perdi282, Appendix C.

C.3.4.4. LONER BOUND Record

If a finite lower bound is to begin for some THEAR element, then lower bounds must beeni
for all THETA elements in the LOWER BOUND record. (Also, in this case upper bounds mustehe gi
for all THETA elements in the UPPER BOUND recordjowever, any THETA element can be &fc-
tively unbounded from belw by using the lower bounéoo. These lower bounds should be placed in the
fields of the LOWER BOUND record. Thewer bound for the ith element is placed in the ith fiedd.
lower bound-co is given by the value -1000000Fixed point format is usedThis record is required
when and only when there is a THECONSTRAINT record with a 1 in field 1Lower bounds are
shown in Fig. 2.

C.3.4.5. UPPERBOUND Record

If a finite upper bound is to bevgh for some THEAR element, then upper bounds must beeqgi
for all THETA elements in the UPPER BOUND recor@lso, in this case lower bounds must beegi
for all THETA elements in the LOWER BOUND recordBblowever, any THETA element can be &fc-
tively unbounded from abve by using the upper bouneb. These upper bounds should be placed in the
fields of the UPPER BOUND record. The upper bound for the ith element is placed in the itAfield.
upper boundao is given by the value 1000000Fixed point format is used. This record is required when
and only when there is a THETCONSTRAINT record with a 1 in field 1. Upper bounds are shown in
Fig. 2.

C.3.4.6. DIAGONAL Record for Q

The initial estimates of the elements of tlgiance-cwariance matrixQ of the random interindi-
vidual random effects arewgh in the DIAGONAL record for Q. Recall that with simple nonlinear
regressiom is specified to be diagonal (see discussiorvalabout the initial STRUCTURE record)f
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Q is not diagonal, the initial estimates would beegiin BLOCK SET records; see section D.5Bnhe
initial estimate of the ith diagonal element is placed in the ith field of th&SDMAL record. Fixed
point format is used. This record is required wiveng¢here are random interindividual effects, unless a
Model Specification File is input.

With simple nonlinear gressionQ = o2, a smple scalar quantityMost nonlinear rgression pro-
grams do not require the user to supply an initial estimat&;dlONMEM is no exception. Wheneer
the fields of the DISONAL record are left blanlanda 2 is gaced in position 8 of this record, NON-
MEM will try to obtain an initial estimate d® using the data. See the DIAGONAL record in Fig. 2.

When initial estimates are ussupplied, then there must be initial estimates for all diagonal ele-
ments, i.e. no field can be left blank. An initial estimate of a population intédodi variance compo-
nent should represent the best guess of this component, and it is beatgtirnate the component,
rather than underestimate ithe matrixQ can be fixed to its estimate. This is accomplished by placing
a 1 in position 8 of the DIAGONAL record.

Wheneer NONMEM is asled to obtain an initial estimate, the Initial Estimate Step is imple-
mented. Therintout from this step consists of a display of all the elements of the initial parameter esti-
mate. for the &ample, see Fig. 4. There the initial estimates ofé&lseae gven under the heading
THETA - VECTOR OF FIXED EFFECTS and are the onegegiin the THETA record, and the initial
estimate ofs? is given under the heading OMEGA - GOMATRIX FOR RANDOM EFFECTS and is
1.17, a number computed by NONMEM.

C.3.5. Task Specification Records

C.3.5.1 ESTIMATION

The Estimation Step is controlled by informationegi in the ESTIMATION record. When this
records is included in a problem specification, the Estimation Step camedgeel. Wherit is absent
from the problem specification, the Estimation Step is not implemented. Integer format is used.

A blank or 0 is normally placed in field A 1 can be placed in this field, and thamethough the
ESTIMATION record appears, the Estimation Step is not implemented, and the remaining fields of the
ESTIMATION record may be ignored.

During a minimization search, the objeetifunction must be computed at a number of points in
the parameter space, and the number of sudhations is a measure of thesk done during the Esti-
mation Step.The user establishes an upper limit to this number and places this limit in fidlde2.
search will terminate unsuccessfully if this particular number (or a slightly greater number) ovebjecti
function ealuations is attained. In this case a final parameter estimate results which is usually better
than the initial estimate, but it is not optimdlhe search may be camiently and smoothly continued in
a ubsequent NONMEM run, and without starting the search from thi@rieg and specifying a Iger
upper limit to the number of functiowatuations. Thids described in section C.4.4. It requires writing
a Model Specification File. In Fig. 2 the numisémaximumfunctionevduationsis given as 20.

The minimization search iswded into stages called iteratios. the end of each iteration a pa-

rameter estimate results. It is called the iteragistimate The value of the objeet function at the esti-

mate at iteration m is larger than the value of the obdtinction at the estimate at iteration m+fhe

iteration estimate at the Oth iteration is taken to be the initial estimate. The search terminates only when
the the two estimates at t@ successie tterations agree iat leastthe first r significant digits (including
leading zeros after the decimal point) with respect to each of the parameter components. Recall that in
our simple nonlinear regression example there are four parameter compénefisg;, and o2. The

number r is specified by the user and is placed in field 3. In tjedrthe user should bevare that the
minimization search is actually carried out in a reparametrized space established by NONMEM (see be-
low), and, to be precise, the criteria for a successful termination apply to estimates of parameters in this




Users Basic Guide 18

space. Hwever, usually a reasonable approach to specifying r when, as suggestedtabadnitial esti-
mates are the userest guess of the populatioalues of the parameters, is as fatbo For each param-
eter component, let q be the number of significant digitsl(dingleading zeros after the decimal point)
in its initial estimate that the user feels withair flegree of certainty are accurate. The number q could
be zero, of course. Let m be the minimum value ofey dl parameter components, and let r be m+2, or
m+3. Wth Double Precision NONMEM, r could be a littledar, m+4 or m+5. If after gkamining the
output, the user feels that the search should be continued using a greater vdhie iy be done con-
veniently in a subsequent run (see section C.4.4). In Fig. 2 r is set to 4.

The progress of the search may be monitored, and a summary of the progresergftreitera-
tions, starting with the first iteration, will be printefihe number n is placed in field 4. Summaries after
the Oth iteration and last iterations are also printétho summaries are wanted, a blank or 0 should be
placed in field 4. Examples of these summaries aengn Hg. 5, where summaries aftereey 2 itera-
tions are printed; this output results from the problem specification of Fig. 2.

A summary at the end of an iteration includes the iteration estiniie estimate is gen in terms
of a reparametrization established by NONMEM. The parameters are called the scalethsformed
parameter$STP).In a simple nonlinear regression, each of the STP is obtained by transforming and then
scaling one of the original parameters. The firsbisg of the STP are obtained in order from the first
several 8's, and the last of the STP is obtained frofn Each STP is scaled so that the absolute value of
its initial estimate is 0.1 (see the summary of the Oth iteration in Fig. 5).

A summary also includes the value of the objertiunction @aluated at the iteration estimate.
Notice from Fig. 5 that these values decrease from iteration to itergkieammary also includes the
gradient vector of the objeeé function with respect to the STP anglaated at the iteration estimate.
It can be seen in Fig. 5 that the gradieetter at the last iteration is avesal orders of magnitude
smaller than that at the Oth iteratiomhis reflects the fact that the final estimatieetively minimizes
the objectve function. Lastlya saimmary also includes the number of functimal@ations computed
during the iteration.

Three lines of output arevedys generated by the Estimation Step in addition to iteration sum-
maries. The first line ges the reason the minimization terminatdd. Fig. 5 the reason ggn is that the
criteria for a successful termination were satisfidtother reason could k@ keen that the maximum
number of function waluations was attainedA third reason could & keen that the search algorithm
could not conclude that a minimum had been attained due to rouptbbfems. Ifthe search termi-
nates for either the second or third reasons, the termination is referred to as being unsuccessful. The sec-
ond line gves the total number of times the objegtifunction was eduated during the search. The third
line gives an estimate of the numbef significantdigits in the final estimate This number is a decimal
fraction. Letn; be the intger part of this numbeand let r; be the greatest integer that coulddnaeen
placed in field 3 with the effect that a successful termination wowe leaulted (there being no upper
limit to the number of functionvaluations). Wherthe maximum number of functiovauations is not
attained, then n=n,. When the maximum number of functiowakiations is attained,,re n,. When
the termination is successful, is, of course, no less than the integer in fieldTBe number of signifi-
cant digits in the final estimate for the example (see Fig. 5) is 8.5.

When the search terminates unsuccessfully due to problems with rounding errors, this means that
changes in the objewd aurface around the minimum are too small to be distiguished from machine
round-of effects. Thisdetermination depends on computed information about the surfacaturerv
There are seral possible useresponses. Ithe number of significant digits in the final estimate is satis-
factory, and if the gradients at the minimum areesal orders of magnitude smaller than the gradients at
the initial estimate, then cautiously ignore the message. If single-precision NONMEM was used, try
using double-precision NONMEM. If the initial estimates are within & fercent of preiously
obtained final estimates which result from a successful termination, then re-run, using initial estimates
that are perturbed 10% from these final estimate®ne common reason for round-pfoblems is that
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the model is wer-parameterized. Ithe suggested useesponses gen above reither apply nor help,
then the user should consider a model with fewer parameters.

The iteration summaries can be useful inwa feays. First,one can use them to check that the
search indeed coarged to a local extremum of the objeetifunction surfce, by checking that the gra-
dients are relately small. It is possible for the message that the search terminated successfully to be
issued while the search, in fact, did notvage to a bcal ectremum, let alone a local minimunsec-
ond, one can use them to check that some naistadk not been made or that the model is roeeely
overparameterized, by checking that the parameter estimate changes during the Baarabf. course
can also be done by comparing the final parameter estimate to the initial parameter estirttaiteish
easy to check at a glance from the iteration summaries. Sometimes a coding error-suppleer rou-
tine results in a parameter nowhy ary influence on the fit, in which case its estimate will not change
during the search. If the model is extremelgrparameterized, this too may result in no change in some
parameter estimate. Sometimes the search xighel into a region of the parameter space where numer
ical difficulties will occur and error messages reflecting these difficulties will be oufpiliese mes-
sages are intermingled in the earlier iteration summaries, but do not appear in the later summaries, and if
the final parameter estimate is reasonable, one may conclude that the search returned to a more reason-
able and less problematic area of the parameter space before terminating.

Lastly, there can be indication with the Oth and early iteration summaries that someernéstak
been made. If at the Oth iteration, the gradient vector is zero, this could indicate that numerical constants
have rot been set appropriately in NONMEM itself at installation time (see Users System Guide) or that
double precision NONMEM is being used while double precision is not being handled correctly in a
usersupplied subroutine. In the latter case, often a usget®to declare some variable (depending on a
0) as a @uble precision ariable. Whernhe value of the objee# function at the Oth iteration estimate is
an «tremelylarge (usually the largest floating point number representable on the machine), and the gra-
dient vector is also zero, this usually indicates that there has been aermsdgher user-supplied code,
the data, or the initial estimates. In particuthe user should check these three things for mistakes that
could affect partial deratives dnce the symptomology in question results when tréance-cwariance
matrix of the data from some individual is initially estimated to be singular.

Whether or not the Estimation Step is implemented, the final parameter estimate is pmiried.
latter case, the final estimate is taken to be the initial estimate. Figws #h® final estimate for the
example. Thenumber .899, appearing under the heading OMEGA Y G(AATRIX FOR RANDOM
EFFECTS - ETAS, is the final estimatea#. The minimum value M of the objeeé function is also
printed. Fig.6 shows this minimum value for thexample. Wth simple nonlinear regression, and using
the ELS objectie function, M coincides (except for a parameter-independent aelditnstant) with -2L,
where L is the logarithm of the likelihood of the datal@ated at the maximum likelihood parameter
estimate under the assumptiothat then; are normally distribted. Theminimum \alue may be used
across runs to gelop likelihood ratio type tests of hypothesis about the parameters (Gallant, 1975).

C.3.5.2. CO/ARIANCE Record

The Cwariance Step is controlled by informatiorvei in the CO/ARIANCE record. When this
record is included in a problem specification, theadance Step can be implemented. When it is absent
from the problem specification, the ¥aoance Step is not implemented. This may be done when, for
example, the user is focusing on the Estimation Step oty Cwariance Step may be implemented in
a wubsequent run without repeating the Estimation Step (see section C.4.4). It is an error to include the
COVARIANCE record when the Estimation Step is not implemented and a Model Specification File is
not input. This is because the validity of theyartance matrix depends heavily on the condition that the
parameter estimate minimize the objeetfunction, and NONMEM wants to be assured that such an
estimate is\ailable. Intgyer format is used.
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A blank or 0 is normally placed in field 1. This means that thea@ance Step is conditionally
implementedj.e. it is implemented only if the Estimation Step terminates successhidiyeve, this
condition can bewer-ridden by placing a 1 in field 1. Thergeedless whether the Estimation Step ter
minates successfullyhe Cwariance Step is also implemented. Also, a 2 can be placed in field 1, and
then een though the CBA RIANCE record appears, the Goiance Step is not implemented, and the re-
maining fields of the C@ARIANCE record may be ignored.

There are other fields in the @®RIANCE record, most of which are described in NONMEM
Users Guide, &t Il. Field 5 is discussed below; this discussion isvepleonly when the computation
implemented in PRED is recwei

Implementation of the Gariance Step results in a printout of the estimates of the standard errors
of the parameter estimates, theya@nce matrix, the werse of the ceariance matrix, and the correla-
tion form of the cwariance matrix. The reader is reminded that the standard error estimates are the
square roots of the diagonal elements of th@rtance matrix.Fig. 8 shows the standard error estimates
for the kample. Thenumber .545, appearing under the heading OMEGAY ®ATRIX FOR RAN-
DOM EFFECTS - ETAS, is the standard error estimate‘r?orFig. 9 shows the full o@riance matrix.
The label OM11 refers t62. The caariance of52 with ary one of thed's is ot zero, reflecting theatt
that for the purpose of computing thevagance matrix, the random errors in the models fthare not
assumed to be normally distributed.

The user should be familiar with thevadance matrix associated with use of the least squares
objective function. Thecomputation of this matrix does not rest on a normality assumption abopyt the
(Jennrich, 1969), although the computation can also be justified under the assumptiomtreether
mal, using maximum likelihood theory (Hoagld971). Similarly the cavariance matrix associated with
use of the extended least squares objedtinction does not rest on a normality assumption (Beal,
1984b). Thiscovariance matrix includes the variance &f and the cwariances ofé? with the é's.
Under the normality assumption, a similawvadance matrix can be computed, onewhbeer, where
these cwariances are alays zero.

Fig. 10 shows the correlation matrix, and Fig. 11 shows tleesia of the ceariance matrix.

Field 5 of the C®ARIANCE record is concerned with PRED routines which are reursi
Another PRED which implements the very samaneple and produces virtually the same outputiergi
in Fig. 19. It is an example of a recwsPRED, i.e. the value of thegument F returned with awgn
data record depends on computations taking place in PRED with previous data records. The computation
is based on the superimposition principle with linear kinetic systems which in this casethbagres-
sion function for the ith observation to be written rec#tgias

(61, 6, 3, X1, X2i) = B(61, 02, 03, Gi_q, Xoi = X2i-1) + (61, 02, 03, X1, X2i-1) €XP (—02(X2; — X2i-1))
where

6,d

B(Hl, 92, 93, d, 5) = m

(exp (-6,9) —exp 6,9))

di = di_; exp (—61(X2i — X2i-1))
where the initial conditions are
(61,65, 63, %10, X20) =0
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and where the time pointspare ordered from i@ to high values, and the dose amoungsate constant.
The function B is the Bateman function. PRED calls the subroutid&Bvhich computes this function.
The code for BTE is gven in FHg. 20.

For the purpose of computing thevaniance matrix, a burst of an individual record (see section
C.2) can occur immediately after another burst of the same individual record. When both (i) aerecursi
PRED is usedand (ii) the recursion extends across indual records, this pattern of bursts will cause a
problem. Whertonditions i and ii hold, then for PRED to work correcélyurst of an individual record
must be immediately preceeded by bursts of the preceeding individual records, anditsissentst
occur in the order in which the individual records appear in the data set. By placing a 1 in field 5 of the
COVARIANCE record, NONMEM will only use this more appropriate patternuoéting. (Whereither
i or ii does not hold, it isdr more efficient, but not necessdnypace a blank or 0 in field 5). So the rule
is: wheneer a recursve FRED is usedand when the recursion extends across individual records, a 1
should be placed in field 5, indicating that the computation of th&iaace matrix should be done in a
special vay. The SPECIAL COMPUATION referred to in the middle of Fig. 3 is this computatidm.
Fig. 3 it is stated that the special computation is not performed. This is because a blank is placed in field
5 of the CO/ARIANCE record of Fig. 2.Recall that in the example each data record is anithdil
record. Therefordf the recursie FRED were used, a 1 should be placed in field 5, and then the problem
summary will state that the special computation is performed.

There is another aspect of the PRED in Fig. 19 which should be noted. In order to initialize the
recursion the routine must be madeage of which data record being passed is the first data record of the
data set The gument NEWIND has the value 0 only when the data record being passed is this first data
record. Theother values it can ke ae 1 and 2. When the record is the first record of arviohal
record, the value of NEWIND is 1 (except with the firstwdlial record, where this value is O}vVhen
the record is the second or subsequent record of an individual record, the value of NEWIND is 2.

C.3.5.3. TABLE Records

The Table Step is controlled by informatiowagi in the TABLE records. When these records are
included in the problem specification, thable Step can be implemented. The records consist of an ini-
tial TABLE record follaved by one or more individual TABLE records. Whenythee absent from the
problem specification, the Table Step is not implemented. Integer format is used.

A blank or 0 is normally placed in field 1 of the initial TABLE record. This means thatale T
Step is conditionallymplementedi.e. it is implemented only if the Estimation Step terminates success-
fully. Howeva, this condition can bewver-ridden by placing a 1 in field IThen rgadless whether the
Estimation Step terminates successfulhe Table Step is also implemented. Also, a 2 can be placed in
field 1, and thenwen though the initial TABLE record appears, the Table Step is not implemented, and
the remaining fields of this record may be ignorédso, in this case no individual TABLE records
should appear.

The number of tables to be generated is placed in field 2 of the initial TABLE record. Each table is
defined by an individual ABLE record, and the tables will appear in the printout in the same order as
that in which their defining individual TABLE records appear.

The tables can be printed, or stored in a Table File, or both. yiatheonly to be printed, a blank
or 0 is placed in field 3 of the initialABLE record. If thg are only to be stored in a Table File, a 1 is
placed in field 3, and if tlyeare both to be printed and stored, a 2 is placed in field 3. Whgrathe
stored, thg are stored one after the other in thable File, which is a sequential file. The records of this
file are &actly the records that appear in the output file when the tables are printed (except that the FOR-
TRAN carriage control characters are not included).

A table is a tabulation of the data items of selected tyfjpe rows of the table correspond to data
records, and the columns of the table correspond to the selected data item types. The number of data
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item types selected to appear in a table is placed in field 1 of the defiiidETecord. This number

must be between 0 and 8. The total number of columns of the table actually equals this number plus 4,
because with each table an additional 4 columns are appended by NONMEM. These 4 columns corre-
spond to the W data item type and the 3 NONMEM generated data item types (see sectioiCande-

quently the user need not select th¥ Bata item type to appear in a table. When the NONMEM gener

ated data items types are the prediction, residual, and weighted residual, then 0 is tabulated for residual
and weighted residual data items with data records designated as missing.

In the xample corresponding to Fig. 2 only one table is to be generated; it is to be printed only
There is only one data item type selected foul&tion, the time data item type. Fig. 13 shows this table.
Note that since the default objeetifunction is used, the three NONMEM generated data items that
appear in the table are the prediction, residual, and weighted residual data items. Xbamipie,evhere
the statistical error model is homoscedastic, the weighted residual data item is the residual data item
divided by the final estimate of, the positve sjuare root of the final estimate @f.) Theseare labeled
PRED, RES, and WRESThese labels can be changed, as can the computation of the NONMEM gener
ated data items themselves (see NONMEM Users Guide, Part ).

After the first field of an individual TABLE record, there falldwo fields for each selected data
item type. The indeof the data items of gén type is placed in the first of theseafields, and a sort
code is placed in the second field. Use of these sort codes to sort the rows of the table on the data items
of selected types is described in section D.5.4. BlankssahOuld be placed in sort fields unless a sort
is desired.In this case the column order of the selected data item types corresponds to the order in which
the indices of the data items are placed in the TABLE record.

Example C.3.5.3.i:

TABL 3 3 2 7
column no.: 1 1 2 3
2 6 4 2

In this example three types of data items are selected falataim. Thefirst column of the table consists of the data items
whose inde is 3, the second column consists of the data items whosg is@ and the third column consists of the data items
whose indg is 7.

There is a limitation of 900 rows per table. If the number of data records;eeds this limit, an
one table will not use all the data recor¢twever, dl data records are used in the followingyw Each
individual TABLE record actually defines a number of tablésfirst table is generated which uses data
records 1 through miiin, 900). If n > 900, then a second table is generated which uses data records 901
through min(n, 1800).And so on.

C.3.5.4. SCATERPLOT Record(s)

The Scatterplot Step is controlled by informatiomegiin the SCATERPLOT records. When
these records are included in the problem specification, the Scatterplot Step can be implehmented.
records consist of an initial SCAERPLOT record followed by one or more individual SCFERPLOT
records. Whenthey are absent from the problem specification, the Scatterplot Step is not implemented.
Integer format is used.

A blank or 0 is normally placed in field 1 of the initial SCERPLOT record. Thismeans that
the Scatterplot Step is conditionalmplementedi.e. it is implemented only if the Estimation Step ter
minates successfullyHoweve, this condition can bever-ridden by placing a 1 in field 1. Thergeed-
less whether the Estimation Step terminates successhdlcatterplot Step is also implementédso,

a 2 @an be placed in field 1, and theree though the initial SCATERPLOT record appears, the STA
TERPLQOT Step is not implemented, and the remaining fields of this record may be igidsed.in this
case no individual SCATTERPLIOrecords should appear.
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Families of scatterplots are generated. The numbeamilies to be generated is placed in field 2
of the initial SCATERPLQOT record. EacHamily is defined by an individual SOAERPLOT record,
and the families will appear in the printout in the same order as that in which their definuiduildi
SCATTERPLQ records appear.

The simplest kind of a family consists of a single scatterplot oftypes of data items, one for use
along the abscissa axis and one for use along the ordinate axis. Examples efntile=sedre shown in
Figs. 15-18. These families are defined by theviddal SCATERPLOT records of Fig. 2. The first
family consists of the plot of the\Ddata items vs the time data items. The second family consists of the
plot of the prediction data items vs the time data items. The #uindyf consists of the scatterplot of the
residual data items vs the time data iterighenerer residuals or weighted residuals are plotted, the
"zero line" is also shen. Thefourth family consists of the scatterplot of the prediction data items vs the
DV data items. Note that in this scatterplot the line with slope equal to Ivisshihisline is called the
unit slopeline, and it can be optionally included inyascatterplot. Alsonotice that the axes on which
the predictions and residual data items are plotted are labeled PRED and RESyelysp€ht labels
used in the scatterplots are the same ones used in the tables (see section C.3.5.5). More coanplicated f
ilies than those illustrated in Figs. 15-18 are described in section D.5.5.

In each individual SCATERPLOT record the inde of the data items to be plotted on the abscissa
axis is placed in field 1, and the ixdef the data items to be plotted on the ordinate axis is placed in field
2. For the purpose of defining scatterplots, the indices of the NONMEM generated data items are n+1,
n+2, and n+3, where n is the number of data items per data record as specifieddifPAthiedord. Ifthe
unit slope line is wanted with the scatterplots of a particalanily, then a 1 is placed in field 6; other
wise a blank or 0 is placed in the field.

C.4. Additional Features

C.4.1. INDXS

In the PRED in Fig. 1 the positions of the dose and time data items in the data records are assumed
to be 1 and 2, respeatly. It would be comenient to hae a @de which is independent of an assumption
about the positions of data items in the data records. Such a codenisngrg. 21. It will work with
the data set embedded in the control stream of Fig. 22, which is jgdhdildata set embedded in the
control stream shown in Fig. 2. It will alsaovk with the data set emdedded in the control streamrsho
in Fig. 23 which is just lig that embedded in the control stream of Fig. 2 except that the positions of the
dose and time data items argarsed. Thecode employs an indirect addressing feature. Suppose, as in
the example, tw data items are needed in the computation, and in the cogaréheumbered 1 and 2 (1
- dose; 2 - time). The position of the Ith such data item in the data recorarisbyi INDXS(1), where
INDXS is a one-dimensional array appearing in the argument list to PRBDexample, for PRED to
work correctly with the data set shown in Fig. 23, INDXS(2) must equal 1.

The user sets the appropriatelues in INDXS by placing the Ith value in the Ith field of the
INDEX record. Integer format is used for the INDEX record. This record is optional, but if the indirect
addressing feature is used in PRED, then it should appear in the problem specification. It can actually be
used for the more general purpose of communicatingem@lued numbers to PRED. When it used, it
is placed after the ITEM record in the problem specification. In this case the number of indices occuring
in the INDEX record is placed in field 4 of the ITEM recoiithese remarks are illustrated in both Figs.

22 and 23.

C.4.2. ICALL

Since in the example dose is a constant, the dose need neétergmy data record.Rather the
dose could be obtained by PRED itself during an initial stage, and thereafteilde@in PREDS local
storage. Indeedhere exist PREDnitializations, special calls to PRED during which PRED computa-
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tions can be initialized; At a PRED initialization the routine is xpieeted to return values in F and G.
PRED must be able to recognize these special calls. The first argument to PRED is ICALL. At a PRED
initialization ICALL has the value 0 or 1. When PRED must retwalues in F and G, ICALL has the
value 2. At a PRED initialization the values in TH&@re the initial estimates (or if an initial estimate
of someé@ is not gven, then the midpoint between thevier and upper bounds is used), and the data
record passed inATREC is the first data record. Seea though the call is a PRED initialization and
PRED is not checking ICALL, usually no difficulty is encountered when PRED proceeds to compute F
(see Fig. 1).

A PRED that checks ICALL is shown in Fig. 24. At ICALL=1, the dose is read by PRED on
FORTRAN unit 5. Unit 5 is the unit connected to the file containing the control stré&ith a control
stream containing just one problem specification the entire control stream is read by NONMEM before a
PRED initialization, so no ditulty arises by including records in this file after the control stream which
are to be read by PRED. The sequence of records in the file might ledfailshown in Fig. 25 which
consists of a control stream foNed by a record to be read by PRED and containing the dose.
course, the "dose record" could also be in a file connected téesedif FORTRAN unit from 5.The
control stream in Fig. 25 is just ékhat of Fig. 2, but it is adjusted for the absence of dose in the data
records.

There are a number of PRED initializatioriBhe first one occurs at the beginning of the NON-
MEM run and allows PRED computations to be initializedr@ll problems. This is signalled to PRED
with ICALL=0. The other PRED initializations folg one occuring at the hening of each problem.
These are signalled to PRED with ICALL=S5ince in the example there is only one problem, at
ICALL=0 PRED simply returns control to NONMEM, waiting for ICALL=1 at which time the problem
is initialized by obtaining the dose.

At a PRED initialization (all) the data can also be transgenerated. See NONMEM Users Guide,
Pat Il

There also exist PREfnalizations,special calls to PRED enabling computations in the routine to
be finalized. Such computations could produce output not generated by NONMEM itself. There is one
PRED finalization at the end of each problenthese calls are signalled to PRED with ICALL=3. Ata
PRED finalization the first data record of the data set is passeAlIREL, but the values in THRTare
the final estimates. Therefore, one can, for example, compute and output the magioeif the re-
gression function with respect to time, i.e.

dose 6

— e
03 P 61— 63

61
) log ()
evduated atg equal to its final estimate. Printed output from PRED may be placed in the same file as
that containing NONMEM output, the file connected to unitHawever, this may not be satig€tory
since such printout folles the problem summary and preceeds the printout from the Estimaticani-Co
ance, Tables, and Scatterplot steps. If this is done, then a page skip should begin this Prinitogita
PRED finalization, the data can also be transgenerated, and the transgenerated datavailatiteefon
tables and scatterplots.

C.4.3. Usingthe MDV Data Item

The idea of including additional data records with only dumrnaydBta items to "fill out" a plot of
prediction vs an independent variable (e.g. time) has been mentioned in section B.1. Some elaboration of
that discussion and an illustration isi in this section.

Examination of the plot of prediction vs timevei in FHg. 16 shows that the cuevhas a "gp"
between 12 and 24 hours. The control stream in Fig. 26éris similar to that of Fig. 2, but the data
includes data records with time data items 16 and 20 hours, so that the plot of prediction vs time has less
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of a gap. Theplot is shown in Fig. 27. None of the other plots afecad by the presence of theotw
new data records since data records designated as missing are not used with scattesplioig ihe
DV, residual, or weighted residual data items. Also, the output from the Estimation arch@ae steps
is not affected by the presence of the ew data records. The table simply hatedditional rows in
which the residual and weighted residual data items are 0.

There are other differences between Figs. 2 andFR2&t, MDV data items are includedThe
MDYV data item is 1 in the records with times 16 and 20, indicating that thegedards are designated
as missing I data items.Actually, dummy data ¥ data items exist in these ewecords (the number O,
since for comenience and perspicuithlanks are used, and blanks translate to 0). Second, ID data items
also are included sinagheneveriMDV data items ®ist, so must ID data items. The ID data item 9 is
used in each of the twedditional data recordsHowever, any ID data items whatseer could have keen
used in these twrecords, and the computation would noténeen afected. Thirdthe presence of both
ID and MDV data items is indictated in the ITEM recorBourth, other minor changes occur sincevno
there are 5 data items per data record altogether; see, for example, the SCAT TERFrAs.

C.4.4. ModelSpecification File

The minimization search implemented in the Estimation Step will terminate either successfully or
unsuccessfully In dther case the last iteration estimate may be placed in an output file. The information
in the model specification records is also recorded in the file. Therefore, the file is called the Model
SpecificationFile (MSF). This file is useful when, for example, the user wishes to proceed cautiously
with a lage and possibly difficult minimization search and notvalloe search to proceed too far before
reviewing the results. This can be done by setting the maxmum number of funcioatiens to an ap-
propriately small numberThen if the results are encouraging, the search can be continued in a second
problem in a subsequent NONMEM ru8ince the MSF contains the model specification and initial esti-
mate information that is needed in this second run (the initial estinaatie wov be he last iteration es-
timate of the first problem), it can be input in the second problem, and the model specification and initial
estimate records need not be includetbwever, the benefit in using an MSF is greater than that in just
allowing certain control records to be omitted. The MSF also contains useful information about the cur
vature of the objectie function in the area of the last iteration estimate. This allows a search which is
continued using the MSF to proceed in an informed and efficient mansteas if it were not aborted in
the first problem. This is referred to as a smamthtinuation.This is in contrast to what would happen
if the user were to specify the last iteration estimate of the first problem in the initial estimate records of
the second problem. In this case the search proceedsfleen#y since information about the carv
ture of the objectie function is not @ailable and must be freshly obtained. Indeed, if the last iteration
estimate of the first problem is nearly optimal, the search could terminate due to rounding errors.

The benefit in using an MSF becomesregreater in another situatiorBuupose the user chooses
a rumber of maximum functionvaluations which is so large that it seems thatauld not be attained,
but in fact, it is attained.In this event the search would need to be repeated, or at least contittued.
would be unfortunate if the search wespensve in terms of time and/or moge With a MSF it could
be easily and smoothly continued.

Or to tale yet another example, the user may wish to first examine the results of the Estimation
Step, een if it terminates successfullgefore implementing the @ariance Step. Since the computation
in the Cwariance Step depends heavily on the final estimate minimizing the objdatiction, then
when the Estimation Step is not implemented, NONMEM doesventalow the Cwariance Step to be
implementedinlessan MSF is input.

Another control stream is\gn in FHg. 28. This one differs from that in Fig. 2 in just avfe
respects. Firsthe maximum number of functiorv&uations, as gen in the ESTIMATION record is
50. Sincethe search is known to use 114 functimal@ations (see Fig. 5), use of this control stream
results in an unsuccessful termination of the search due to the maximum number of fualtigtiors
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being exceeded. Thiss indicated by the output from the Estimation Step shown in FigS8@ond, a 1

is placed in field 6 of the ESTIMATION record, indicating that a MSF is to be output. (Field 5 is
described in NONMEM Users Guide, Part I1l.) When field 6 contains a blank or 0, then a MSF is not out-
put. Lastly a file name in the FILE record isvgh since a nonnull file stream must be specified (see sec-
tion B.3). This name is: FILESTREAMThe records in the file FILESTREAM are shown in Fig. 29.
They consist of the MODEL SPECIFICATION FILE OUTPUT record, giving the name (MSF1) of the
Model Specification File, and the problem delimiter record.

From the progress of the search, as indicated in Fig. 30, there is little reason to think that success-
ful termination would not hae resulted had the maximum number of functival@ations been consider
ably greater than 50A run using the MSF as an input file is therefore undertalA control stream for
this run is gen in FHg. 31. This control stream also differs from that in Fig. 2 in justwva fespects.
First, the model specification and initial estimate records of Fig. 2 are replacedvbyraadel specifica-
tion record, the FIND record. The FIND record informs NONMEM that a MSF is inportmost pur
poses, the fields of this record can be ignored (for details though, see NONMEM Users @tillg, P
Second, the maximum number of functioraleations is nw 150. Third,a 1 is ance again placed in
field 6 of the ESTIMATION record, indicating that another MSF is to be output from this second prob-
lem. Fourth, again, a file name isvgn in the FILE record.Fig. 32 shows the records in FILESTREAM
for this problem. They consist of the MODEL SPECIFICBON FILE OUTPUT record, the MODEL
SPECIFICAION FILE INPUT record (the order here is necessary; see section B.3), and the problem
delimiter record. The iteration summaries resulting from this problem aee igi Fg. 33. Notice that
they can be attached to the iteration summaries resulting from the first problem (Fig. 30), and together
they give the summaries shown in Fig. 5.

C.4.5. Initial Estimates foré

In the example perhaps that elemend dbr which it is most dfficult to obtain an initial estimate
is 6,1, the rate constant for absorption. Fig. 34 shows a control stream exaetligaikin Fig. 2 gcept
that the initial estimate for this parameter is left blamkheneer any initial estimate is left blank, the
Initial Estimate Step is implemented, and NONMEM tries to obtain the initial estirAaienumber of
initial estimates may be left blankrhe output from the Initial Estimate Step for this control stream is
given in Hg. 35. There an initial estimate féf is given as 1.5. Theoutput from the other steps is essen-
tially lik e that for the control stream in Fig. 2.

In order to obtain an initial estimate for an elemera tife user must supply finite lower and upper
bounds for the element. These bound®r @l elements for which NONMEM must obtain initial esti-
mates, form a "rectangular" parameter space, and a number of points, n, in this spaamiaexdn
succession. Thaitial estimates are obtained from that pointimg the lowest value of the objeddi
function. (Aninitial estimate foro?, or for ary other \ariance-cwariance component in the model which
is not specified by the uses determined by a gen value forg.) Thereis a default value for the number
n which is talen to be 10% of an estimate of the number of objedtinction eauations that will be
necessary to minimize the objeifunction in the Estimation Steplrhis default may bewerridden.
The desired value for n may be placed in field 2 of the TBHEDNSTRAINT record.
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D. Nonlinear Regression with Nonnested Random Effects

D.1. Introduction

In this chapter thexample discussed in chapter C is elaborated in order to begin illustrating the
large variety of modeling possibilities using NONMEM.

The statistical model considered in chapter C has exactly one ranfdein éfssuch, it is a partic-
ular example of a class ofgiession models with possibly more than one random effect and where no
random effect is nested withinyaof the others. An example of such a model, again a nonlingegsre
sion model with just one random effect, but which does nee line simple error structure of thgaen-
ple of chapter C, is discussed in sections D.2 and Bri@ither example with tawrandom effects is dis-
cussed in sections D.4 and D.5.

D.2. Examplewith One Random Effect

In recent years a variant of the statistical model discussed in chapter C has been found useful in
kinetic situations. Leb = (64, 65, 63, 8,), and let

yi =fi(6) + g/(6)n
where

fi(8) = 1(641, 62, 63, X1, X2i)
0i(8) = (61, 82, 63, X1, X21)*

and f is as in chapter CGAgain, there is only one randonteddt, 7, whose values for the observations in
the data set, they, are statistically independent random errors with means 0 and comnariances?.
However, with this model

var (y) = o%f;(6)%%,

i.e. the variances of the gre proportional to an (unknown) power of the meanes of the y If 6, =0,
the model reduces to the simple nonlinear regression mtfdgj.= 1, the coefficient of ariation of the
y; Is constant across i, viz.. In order to implement this model it is important to note that in Kpses-
sion for this model the random effect occurs linearly and that itdicdeef is a value of a function g
evduated a®; see section D.3.

The ELS objectie function with this model is:
n
0(8,0%) =n log og(6)* + Zl Vi - fi(6)*(0*a(6)?)
1=

The eficagy of using this objectie function with this model is discussed in Sheiner and Beal, 1985 and
Beal and Sheinel988. Theobjective function can also be written

0(6, 0% =n log o?g;(6)* + i:ZI 3% - fi(é’))/(ﬂgi(@))g

The quantity in square brackets being squared is the weigdsieialfrom y;, the residual divided by its
standard d@ation. Theweightedresidualsare defined as the weighted residuals from all observatjons y

D.3. Implementation of Example 1

A code for PRED which implements theaenple is gien in Hg. 36. The only difference between
this code and the code in Fig. 1 is the value that is returned in B(it)e earlier code, the value is uni-
formly equal to 1. In this code the valuéd) is returned. (Thiwaue is uniformly equal to 1 only when
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6, is fixed to 0.) In general, the Ith linear coefficient of the Ith random interindividual effect is returned
in G(I). Here, though, there is only one random interindividual effect in the model.

A control stream for this example isvgn in Hg. 37. The essential ddrence between it and the
one in Fig. 2 is that it specifies that there agés4 rather than 3. The initial estimatedafis unspecified,
but is constrained to be between 0 and 3 (see section CAl%), this control stream specifies that a plot
of weighted residual vs time be obtained, rather than specify that a plot of residual vs time be obtained.

The minimum value of the objeeé function is computed to be 8.778, not really different from
that obtained with the simple nonlinear regression, 8.940. The final estimates of the parameters of the
regression function are also only a littlefdiient:6, = 1. 87(vs 1.94),6, = . 105 (vs .102)f; = 31. 7(vs
32). Theestimate o, is .45, so that the variances of theaye estimated to be approximately prepor
tional to the f Howeve, the imprecision in this estimate is large (the standard error estimate is about
400% of the point estimate), and the presence of this parameter in the model is onlideorplostness
in the presence of possible heteroscedasticity (Beal and SHEi@8). Theplot of weighted residual vs
time is also very similar to the earlier plot of residual vs time.

D.4. Examplewith Two Random Effects

This example is very similar to the oneei in chapter C. An oral dose of theggline is admin-
istered to a single subject, but at various times both plasmhaaliva ncentrations are measuredt
some times only plasma concentration or onlywaaibncentrations are measured. Therefore, there will
be two types of obsemtions in the data set. The regression function for the plasma concentrations is
taken to be the "one-compartment model without absorption”

X1
f5(62, 63, X1, %) = 2. &% (=62%7)
3

because although an oral dose was administered, the aliseswvere taken after the absorption phase
of the process as efectively over, and only an exponential elimination phase was in progréée
regression function for the sadi mncentrations is taken to be

fs(61, 82, 83, X1X0) = 01f(8, 63, X1X5)

That is, the predicted sadi concentration is modeled to be proportional to the predicted plasma concen-
tration. Thesdéwo models can be combined into a single regression function as follows.

f(91, 92, 93, X1, Xo, X3) = fp(92! 93, X1, X2) if X3 = 0
Hlfp(ez, 93, X1, X2) if X3 = 1

where x% is the plasma-safa indicator variable (it has the value O if the observation is a plasma concen-
tration, and the value 1 if the observation is azaatdbncentration).

In the statistical model the observations are doubly subscripteid:tiie jth observation from the
ith time point. When both plasma and galae measured, | assumes treues 1 and 2. When only
plasma or only sala is measured, j assumes the value 1. The statistical modekis oy

Yij = (61,02, 03, X1ij, X2ij, X3ij) + (L=X3i))n1i + Xsijn2i

where X;j, Xij, and X%;; are values of the independent variables associated witngt the §,;, 7,;) are
statistically independent random err@ctors with 0 means and commaarignce-ceariance matrixQ.
This 2x 2 matrix is another model parameter to be estimated. It contampassibly different ariance
components, one corresponding to plasma concentrations and one correspondivey donsalntrations,
since each type of concentration is measured with a possifdyedif scale. It also contains avaenance
component since we wish to account for the possibility that when théypges of concentrations are
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measured at the same time point, these measurements (after adjustment for thiediteedfdfime and
dose) may be statistically correlated. Under the model, when both the ailiseswy, and y, are

present at the ith time point, since one of them fiscedd byr;; and the other is affected lys;, and

since these random effects cawvarg, so hen can the taobsenations. Thewo obsenations together
(vi1,Vi2), therefore, form a multariate obseration. We let y denote the column form of thisetor.

When only one observation is present at the ith time point, theenptes this single numberhere is
no nesting of the tawrandom efects. Thereforethey both are treated as random interindividudéets,

and as with simple nonlinear regression, the observation vectans ygarded as coming from dérent
individuals (see section A.5).

The model can be rewritten
Yij =fij(8) + 9yijmii + Qi
where

f;;(8) = (61, 62, 03, X1, X2ij, X3i })
Ouij = 1 = Xajj
O2ij = X3ij

This linear expression in thgs, where the coB€ients are gien as ¢s, is dmilar to the way the model

of section D.2 is expressed, and it is called the NONMiBbarmodelschematicThe term ’linear’ here
refers to linearly occuring random effects and not to linearly ocurring paramBievsitue of the obser
vation vector being muli@riate at some time points, this model is a type of warltite nonlinear rgres-

sion. Theabsence of a plasma or salimreasurement at some time point makes the situation unbalanced,
or from another point of vig there are missing data.

Let | denote the number of time points. Also, for fixed i, jletenote the column vector oches
of the {;, let g; denote the column vector of values of thg,gand let g; denote the columnector of
values of the g;;. The ELS objectie function is gven by

|
= > ) . |
06.Q)=3 gog det G(Q) + Ri(6,Q'R(6.Q)7

where
Ri(6,Q) = C(Q)™(y; - f:(6))
Ci(Q) =gQg’

g = (%1i, %)

The matrix G is the \ariance-cwariance matrix of y The vector Ris the vector of weighterbsiduals

from the observationy;. As with the previous example, it has the form residuatter) divided by stan-
dard deviation (matrix), and it is "squared” in thgression for the objeet function. Theweighted

residualsare defined to be the weighted residuals from all obervatjons y

D.5. Implementation of Example 2

D.5.1. Introduction

A code for PRED which implements the example iggin FHg. 38. Note that theatues g;;(6)
and g;;(6) are returned in G(1) and G(2), respeely. As with the previous xample, these are the
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coeficients ofnq; andn,; in the NONMEM linear model schematic. In general, the value returned in
G(l) is the coefficient of the Ith random interindividual effect in the NONMEM linear model schematic.

A control stream for this example isvgn in Fg. 39. The data set is embedded in it, and file
data of the prdous example, the first, second, and third data items in a data record are the dose, time,
and Dv data items, respegtly. Howeve, there is also a fourth type of data item, the plasmaasiidli-
cator data item. This is labeled P/S. The @ata item is either a plasma concentration or aaatin-
centration, according as the P/S data item is 0 or 1, resggctiSnce all observation vectors are
regarded as arising from different individuals (see section D.4), and since some observation vectors con-
tain two dements, a plasma and a walmncentration, ID data items must be present in the data records.
These will assure that both elements are identified with the samadirali Sincethe indvidual
changes as time changes, the time data item has been chosee s 4erVD data item. Therefore, a 2
appears in field 1 of the ITEM record separate fifth type of data item couldveaeen used for the ID
data item.

The control stream contains awnenodel specification record, the STRUCTURE record (or
which is discussed in section D.5.2. It also containsva indial estimate record, the BLOCK SET
record forQ which is discussed in section D.5.8lso, sort codes appear for the first time in tABITE
record, and separators appear for the first time in theTSERPLOT records. Thesare discussed in
sections D.5.4 and D.5.5elected printout which results from using the PRED and the control stream
given in Hgs. 38 and 39, respeatly, is dscussed in section D.5.6.

D.5.2. STRUCTURE Record for Q

There are tw STRUCTURE records in Fig. 39, the initial STRUCTURE record and thel8I-R
TURE record folQ. Regading the first of these, since there aravrbrandom interindividual effects, a
2 is pdaced in field 2. The matrixQ could be constrained to be diagonal, in which case a lais ag
placed in field 6. However, for the sak of this exkample, no such constraint isamted. Therefore,
instead, a 1 is placed in field This signals thaf is to be rgarded as a full matrix. Another option is
to rggad Q as a block diagonal matrix, in which case yet anothérevis placed in field 7; see NON-
MEM Users Guide, Part Il.

When a 1 is placed in field 7 of the initial STRTURE record, i.e. whef is not constrained to
be diagonal, the most number of random interindividual effects there can be is 5.

When a 1 is placed in field 7 of the initial STBTURE record, the STRUCTURE record far
must appear after the initial STRUCTURE recotdteger format is used. When a 1, in particular
placed in field 7 of the initial STRCTURE record, a 1 is placed in field 1 of the STRUCTURE record
for Q, and the number of random interindividual randorees is placed in field 2. The information in
this record is redundant in this example; it is alreadyngin the initial STRUCTURE record.The
requirement that the record appears is related to the possiblility just mention@dctirabe block diag-
onal, and in this case the information contained in the record is not redundant.

D.5.3. BLOCK SET Record forQ

A DIAGONAL record forQ does not appear in Fig. 39nstead, a BLOCK SET record f&
appears. Thaitial estimates of the elements Qfare given in the BLOCK SET records faR whenQ
is not constrained to be diagonal. More than one such record is only necesssafyisvhenstrained to
be block diagonal, and it is this situation thategifise to the terminology 'BLOCK SET’ (see NON-
MEM Users Guide, Part Il)Fixed point format is used. The initial estimates are placed in the fields in
the following order:Qq4, Q15 ..., Qik, Qo2, Qo3, ..y Qok, ..., Qkk, Where K is the dimension dd.
These estimates number K(K+1)/2 altogeth@ecall thatQ is symmetric.)If Q is to be fixed to these
initial estimates, then in addition, a 1 is placed in position 8 of the record. In the BLOCK SET record of
Fig. 39, a 2 appears in position 8, and the fields are left blank, indicating that NONMEM is to obtain the
initial estimates. When one field is left blank, all fields must be left blank.
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D.5.4. Sortingin Tables

As mentioned in section C.3.5.3w® of tables may be sorted on the data items in specified col-
umns. Theras some reason for utilizing this feature in the example, nanwelgparate the rows with
plasma concentration\Ddata items from those with sai mncentration ¥ data items. This separation
may be done by selecting the P/S data items faldatibn and by indicating that the rows of the table are
to be sorted firstly on these data items. Then the fivg$ kaill contain only P/S data items equal to O,
and the last nos will contain only P/S data items equal to 1. The sorting is indicated by a 1 placed in the
sort field follaving the field containing the indeof the P/S data itemsAccordingly in the individual
TABLE record in Fig. 39, field 4 contains the ird# the P/S data items, and a 1 is placed in thevello
ing field. There are 2 types of data items selected for tabulation (note the 2 in field 1), the P/S data items
and the time data items. Since it is also useful to sort the rows with plasma concenwadiaia Rems
on their time data items, and to sort the rows wittvaatbncentration ¥ data items on their time data
items, an indication that the rows are to be sorted secondly on the time data items v&alsotissec-
ond level sorting (a sort within a sort) is indicated by a 2 placed in the sort field adjacent to the field fol-
lowing the field containing the ingeof the time data itemsRefering to the same individuaABLE
record once again, it may be seen that field 2 contains the afidlee time data items, and a 2 is placed
in the following field. The resulting table isvgn in Fg. 40.

In general, the rows of grindividual table may be sorted first on the data items appearing in a
specified column by placing a 1 in the sort field follyg the field containing the indeof these data
items. Therows of the table may be sorted second on the data items appearing in another specified col-
umn by placing a 2 in the sort field following the field containing theximde¢hese data itemsA third
level sort may be defined similarhand so on, up to an 8ue sort. Therecan be no sort on the NON-
MEM generated data items. These data items are not ones the user selectsatiwrtabnd only data
items of selected types may be sorted. Although tMledBta items alays appear in a table, the user
may explicitly select these for talation and thereby also sort on them. If this is done, Welda items
will appear in tvo columns. Thg will appear in the fourth column from the right as usual, anyl Wi
also appear in some other column.

The column order of the data item types selected to appear in the table corresponds to their sort
codes. Thalata item type with sort code 1 corresponds to column 1, the data item type with sort code 2
corresponds to column 2, etEor example, in the table of Fig. 40, the P/S data items appear in column 1,
and the time data items appear in columrBy data item types with sort code blank or O correspond to
columns occuring after those columns with sorted data items, and the column order of these data item
types corresponds to the order in which their indices are placed in the TABLE record.

As explained in section C.3.5.3, when there are more than 900 data records, edabialnth-
BLE record generates a number of tables, so that all data records are used. All sorting is done within
each of these tables separatelis implies that if, for example, (i) sorting is specified only on ID data
items, (ii) these data items are all pogtintegers, and (iii) the data records with ID data item equal to 1
are data records 900 and 901, then the first of thesestwrds is used to obtain the firstwrim the first
table, and the second record is used to obtain the fivitrihe second table.

D.5.5. SeparatingScatterplots

A family of scatterplots may be defined by separatingyengatterplot, called the bagdot, into
a number of separate one%o do this, a third data item type, called the separéd@pecified, in addition
to the two types of data items defining thevgi scatterplot. Supposthe values for the separator that ap-
pear in the data set arg; v,, ..., sorted from lowest to highestlue. Therone scatterplot of theamily
consists of those points of the base plot resulting from all data records witiubesvof the separator;
another consists of those points of the base plot resulting from all data recordaluetks wf the sepa-
rator; etc. Thedmily members appear in the printout in the same order as the sorted values of the sepa-
rator The family is called a one-wapartitionedscatterplot.
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This feature is useful in thexample where it is desirable, for example, to separately plot the
plasma concentrations vs their predictions, and thgasabincentrations versus their predictiorBy
choosing the P/S data item type for the separtiterbase plot of the \Ddata items vs the prediction
data items can be separated into the desired plots.The P/S data item type hasawalues, 0 and 1.

The points of the base plot resulting from all data records with P/S data item equal to O form one of the
desired plots, while the remaining points of the base plot, resulting from all data records with P/S data
item equal to 1, form the other plot.

To use this feature tavadditional fields of the individual SCIWERPLQOT record defining theaim-
ily are used.As usual, the indices of the data items defining the base plot are placed in fields JAand 2.
1 is gaced in field 3; this indicates that one separator is used. Also, thedhttee separator is placed
in field 4. See, for example, the last SCATTERHL®cord of Fig. 39.

Altogether eight families of scatterplots are defined in the problem specification of Fig-@8.
single-memberdmilies, CONC vs TIME, PRED vs TIME, RES vs TIME, and PRED vs CONC, using
the labels that appear on the scatterplots, are deffrma.two-member families are also defined, using
the same base plots and using the P/S data item type as a sed@tontire set of thirteen scatterplots
is given in Fgs. 41-52.

Some general remarks concerning scatterpletshimg residual and weighted residual data items
are in order These scatterplots are often used to detect model weaknesses. Residuals, in peaticular
be scatterplotted against the values of an independent variabledezefect). Ideally the plot should
have the appearance of a homogeneous scatter about the zero line. If it does not, this can suggest that the
effect of the variable is not appropriately modeled, and the pattern of the scatter may suggest a more
appropriate model. If there is another independariabile which can affect the data, then it can be help-
ful to develop a picture wherein thefetts of the tw variables are not confounded. Using the second
variable as a separator can help in thigaré. This presumes that the second variable is also e fix
effect, and that its values exist as data items in the dataAsetndom effect is a type of independent
variable, and it also can be somewhat confounded with the effect of theafiedtle. Thevalues of the
random effect, hoever, are not knavn. Whenthough, there are geral obserations from some indid-
uals, then the ID data item can be used as a separator to help distinguish randonvidtedirdects
from the effect of the first variable.

Also, the desire for homogeneous residuals is predicated on the assumption that under the assumed
model, and ignoring estimation errtine residuals are uncorrelated andehaeans O and constanan-
ance (i.e. homogeneouanance). Ireach of the tw examples used in this chaptéoweve, under the
model, the variances of the observations (and therefore, of the residuals) vargluethof fixed déct
independent ariables. \Wighted residuals, on the other hand, are uncorrelated &sdnieans 0 and
constant variance under the assumed model (and ignoring estimation 8oar)s generally advisable
that with models under which residuals are nonhomogeneous, weighted residuals, rather than residuals,
should be plotted.

In the first @ample, weighted residual vs time was plotted, but in fact, the plot does not appear too
different from a plot of residual vs time (not s but see the plot of residual vs time in Fig. 18). In the
second example (the one under discussion) there really is not a need to plot weighted residuals because
whenthe P/S data item type is used as a sepath®modeled variances of the observations are constant
with time.

A base plot can be separated into a family based on the values sffgarators. Such family is
called a two-way partitionedscatterplotConsider all distinct pairs of values, one value from the first sep-
arator and the other value from the second separ@k@n one scatterplot of the family consists of those
points of the base plot resulting from the data records with one particular pair of values of the separators,
and another scatterplot of thenfily consists of those points of the base plot resulting from the data
records with another pair of values of the separators, Tetcbtain a tvo-way partitioned scatterplot,
place a 2 in field 3 of the individual SCAERPLOT record, and place the indices of thevt®parators




Users Basic Guide 33

in fields 4 and 5.

D.5.6 SelectedPrintout

The summary of the problem specification shown in Fig. 39viengn FHg. 53. Someaemarks
concerning it may be helpful.

The total number of individuals is stated to be 17. Due to the presence of ID data iteridijahdi
records are defined, and the number of such records may be verified to be 17.

The matrixQ is stated to hae a @rtain block form. Its lower triangular part is shown schemati-
cally to indicate that it is a simplex2 matrix. Thematrix could be constrained tovsaa tock diagonal
form, in which case this form would be indicated with a more "interesting" schematic pattern than that
shown in this problem summary (see NONMEM Users Guide, Part Il).

The final parameter estimate, standard errors, and correlation matrix are shown in FigsThd-56.
reader might note that the correlation betwegrands,; is estimated to be -0.066, which is quite small.
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E. Linear Regression with One-L&el Nested Random Effects

E.1. Introduction

In this chapter tw examples, using some wdype of data, are consideretdihe data are typical of
repeated measures type data and can be modeled using@mested random #fcts. Also,the data
can be modeled using a linegather than a nonlingaegression function. This simplification allows the
reader to better focus on the considerationsling the random décts. Havever, use of a linear
regression function is also very common with repeated measures type dataxafAples ivolving a
nonlinear regression function isvgn in chapter § Oneexample ivolves one random interinddual
effect and one random intraindividuafesft. Itis discussed in sections E.2 and EA3\other example, a
multivariate regression and with ewandom effects of each type, is discussed in sections E.4 and E.5.

E.2 Examplewith One Inter- and One Intra-Individual Random Effect

In this example six oral doses of theophylline were administered to each of a number of subjects.
With each subject the doses wereegiat imes when no drug from previous doses remained in the sub-
ject. For each dose, a measurement called the (obdpdrug clearance for the subject, was made using
the measured drug concentration vs time data resulting from the dose after absaapticomplete.
Drug clearance has the form: dose divided by area under the concentration vs teneltdara mea-
surement of the elimination chracteristics of the drug (The clearance mighebdgihe formulad,d;,
whered, and 85 are estimates of the rate constant of elimination arhdme of distribution, obtained
from the concentration vs time data as irnvimes xamples. Hwever, in this example the clearancesv
computed nonparametrically The obsenations are these clearances. The sulgewatight is often an
important explanatoryariable of his clearance, and weight data items are included in the dafdset.
pharmacokinetic model for theogline plasma concentration is linear in dose (see the previam-e
ples), and therefore clearance is assumed to be independent of dose.

The statistical model for the jth observation from the ith individual is taken to be
Yij = O1Xij + O + 1 + &

whereg; andg, are regression parameterg, denotes weight, the, are statistically independenalues

of random interindividual effects, with means 0 and comnaifamceQ (a scalar), and the; are statis-
tically independent values of random intraindividudeefs, with means 0 and commoarianceZ (a
scalar). Avalue of the random interindividualfett, n;, is dways taken to be statistically independent of
a\alue of the random intraindividualfe€t, ;. The \ariable x is doubly subscripted, suggesting that for
each individual, its value can vary between dogedact, though, in the actual data set its value remains
constant across doses for eachviatlial. Theregression function is linear in weight. Since if this lin-
earity holds, it may do so onlywer a limited weight range, an intercept parameter might be included in
the model. However, analysis of the data hasvealed no evidence whatsae of a nonzero intercept.
Consequentlywhile an intercept parameter has actf been included in the model, in this example it
shall be constrained to be Qnder the model, the observations, W, ..., i are each affected by,

and so thg are correlated.We let y denote the column form of the vector consisting of the six oaserv
tions, (Y1,Yi2,---,¥s). Therandom intraindividual effect is clearly nested within the random interindi-
vidual efect. For each value of the random intervidual effect, the random intraindividual effect ¢éak

on six different alues, while for no value of the random intraindividual effect does the random interindi-
vidual effect tak on dfferent values. (Theseffects are presumed to be continuously distributed.)

The NONMEM linear model schematic isvgn by
yij =fij(8) + gijmi + hyje
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where
fij(6) = 61xi; + 62

Let | denote the number of indiluals. Also for fixed i, let f denote the column vector oales
of the {;, let g denote the column vector otles of the g (viz. a column vector of 1's), and let h
denote the column vector ofles of the f (viz. a column vector of $). Thernthe ELS objectie func-
tion is gven by

0(6,Q,3) ='z %og det G(Q,3) + Ri(e,Q,Z)’Ri(G,Q,Z)B
i=1

where
Ri(6,Q,%) = C(Q, D)™y, - fi(6))

Ci(Q,2) =gQg' + diag (hzh)

and where if A is a square matrix, digg denotes the diagonal matrix whose diagonal elements are
those of A. The matrix Cis the \ariance-cwariance matrix of y The vector Ris the vector of
weightedresidualsrom the observationg;. As with previous examples, it has the form residuatier)
divided by standard deviation (matrix), and it is "squared" in the expression for thevabfeocttion.

The weightedesidualsare defined to be the weighted residuals from all @bems y. It may be seen
that the form of the objeet function is the same as thavgi with previous examples, except thatwnno

C, has an extra term expressing intraindividual variability which for the first time is a factor.

E.3. Implementationof Example 1 E.3.1. Inputs

A code for PRED which implements the example i@gin Fg. 57. Note that thealues ¢ and
h;; are returned in G(1) and H(1), respedy. These are the coefficients pfande;; in the NONMEM
linear model schematicin general, the value returned in G(l) is the coefficient of the Ith random
interindividual effect in the NONMEM linear model schematic, and the value returned returned in H(l) is
the coefficient of the Ith random intraindividual effect in the NONMEM linear model schematic.

A control stream for this example isvgn in Hg. 58. The data set is embedded in it, and the data
items in a data record are the 1D, weight, astidata items, respegtly.

Since in the example there are both random-irted intra-individual effects, there are entries in
both fields 2 and 3 of the initial STIRTURE record. In general, the numbers of random interiichaial
effects and random intraindividual effects are placed in fields 2 and 3, redjyeciihe total number of
both random interand intra-individual effects cannot exceed Mlso, since in the example bofhand
> are taken to be diagonal (thare both scalars), there ares In koth fields 6 and 8. In general, (¥ is
constrained to be diagonal, a 1 is placed in field 6, akdsifconstrained to be diagonal, a 1 is placed in
field 8. If Q (%) is not constrained, a 1 is placed in field 7 (9). (Since a scalar is also an unconstrained
1 x 1 matrix, in this example a 1 could be placed in either field 7 or 9, but a more perspicuous problem
summary deelops when a scalar isgaded as a diagonal matrix.)

The initial estimate o8, is obtained by first\araging all the 72 clearances to obtain an estimate
of mean clearance in the populatigfThis is equiadent to aeraging the 6 clearances in each of the 12
individuals to obtain to obtain estimates of thevidlials’ mean clearances, and theeraging these 12
individual estimates.) Then this estimate is divided by 70Kg, \theage weight of the indiduals of the
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sample, to obtain the desired estimate. Since lower and upper bounds of 0 are speéfifi@tiderthis
parameter is fixed to 0), lower and upper bounds must also be specifigdlor these are taken to be
—o00 andoo (see sections C.3.4.4 and C.3.4.5).

Since in the example the dwparameter€) andZ must be estimated, as well &sthere must be
initial estimates specified for eaciiherefore, a DI&ONAL record forZ, as vell as a DIAGONAL
record forQ appears in the problem specification. Its formxaotly that of the DIAONAL record for
Q. The initial estimate record f& (be it a DIAGONAL or BLOCK SET record) is placed after the ini-
tial estimate record fdR (be it a DIAGONAL or BLOCK SET record).

Unlike previous examples, for illustrate purposes, actual initial estimatesvhabeen placed in
both DIAGONAL records, rather than letting the fields be blank. The initial estimalesobbtained by
first obtaining for each individual, the samphiance of his clearance measurements. Then these indi-
vidual estimates areseraged to obtain the desired estimate. The initial estimaieisfobtained by first
calculating the sample variance of the individuaigrage clearances. Then 1/6 of the the initial esti-
mate ofZ is subtracted from this sample variance to obtain the desired estimatas example the
same final estimate, standard errors, etc. are obtained when the fields of B@NRIArecords are left
blank.

E.3.2 SelectedPrintout

The final parameter estimate, standard errors, and correlation matrix are shown in Figs. 59-61.
Note that in these printouts is listed. Its final estimate is 0, thalue to which the parameter isdik
The cwariance (or correlation) of grestimate of a fied parameter with the estimate oy ather param-
eter is by definition 0.However, lest the user fget this and think that a number other than 0 could
appear for the estimate of thisvedance (or correlation), but that 0 is in fact the estimate, a 0 does not in
fact appear in the printoutinstead, a place holder consisting of dots appears in order to remind the user
that the cwariance (correlation) is 0 by definitiorSimilarly, this type of place holder also appears for
the standard error estimate of the point estimate of a fixed parameter.

The two scatterplots of residual vs weight and weighted residual vs weight ang shd-igs. 62
and 63. It is not necessary to separate these scatterplots by ID since xautideeweight is in effect a
surrogate for ID, and so the residuals are already very naturally separatedviguakli Hovever, to bet-
ter look for homogeneous scafteiis better to &amine the scatterplot of weighted residual vs weight. In
this exkample the weighted residuals are distributed much more homogeneously about the zero line than
are the residuals.

E.4. Examplewith Two Inter- and Two Intra-individual Random Effects

This is an extension of example Again, six oral doses arevgn to each of 12 subjects, and with
each dose a clearance is measured. In addition, with each dose a rate constant of elimination is mea-
sured. Thismeasurement is an estimate of the param@tén the example of section D.4, obtained
graphically from the plasma concentration vs time data ocurring after the absorption phase Th®
clearance and rate constant may correlate across doses withimdaidual. Thereforethe clearance
and rate constant together form aabate obseration from the point of vie of random intraindiidual
variablity. There are altogether 6 suclvdsiate observations per individual.

The statistical model for the kth element of the jtivdiate) observation from the ith individual is
taken to be
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Yijk = O1X1ijk + 62 + 1 + €1ijk

if X2k =0
Yijk =63 + i t &2k

if Xoijk =1

where % is a clearance-rate constant indicator variable (0: clearance; 1: rate constant). Herepdoe ne

of the model is the part for the rate constant measurement. The mean rate constant measurement is sim-
ply assumed to be a constant and notaiy with weight. The error structure for the rate constant mea-
surements is analogous to that for the clearance mesurements; it is the sum of both simpleichtarindi
and simple intraindividual errofThe variance-cwariance matrix ofy; = (171, 72;) is the 2x 2 matrix Q,

and the wariance-cuariance matrix ofe;; = (¢1ij, £2j) is the 2x2 matrix Z. A value of the random
interindividual effect ectorp; is always statistically independent of a value of the random intnaichatal

effect vectors;;. Under the model the clearance observations from individual i are €actedfby the

n1;, the rate constant observations from individual i are each affecteg;,bsnd r,; andn,; are corre-
lated, and so all the obsations from individual i are correlated. Each pair of clearance and rate con-
stant observations with avgh dose are also correlated by virtue of the correlation between theuw

dom intraindividual €tcts. W let y denote the column form of theestor consisting of the twedv
obsenations, (Yi1,Vi12:Yi21:Yi22: - - -» Y61, Vie2)- Therandom intraindividual effects are clearly nested
within the random interindividual effects.

The NONMEM linear model schematic isrgn by
Yijk = fij(6) + OuijkM1i t Gojjk/2i + hiijk€rij + Maijkéai]
where

fijk(6) = O1Xijk + 62

if Xijk =0
fijk(6) = 65

if Xaij =1
Giijk =100

if X5ijx =0 or 1, respectively
Gijk =00r 1

if Xijx =0 or 1, respectively
hijk =100

if X5ijx =0 or 1, respectively
hpijk =00r 1

if X5ijx =0 or 1, respectively
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Let | denote the number of indiiluals. Also for fixed i, let f denote the column vector oflies
of the f;y, let g; denote the column vector chles of the g, let g; denote the column vector calv
ues of the g, let hy; denote the columnector of values of thej,, and let b; denote the columnee-
tor of values of the h;. Then the ELS objeate function is gven by

0(6,Q,3) =Iz %og det G(Q,%) + R(8,Q,5)R(6,Q,5)U
i=1 [l

where

Ri(6,Q,%) = C(Q, D)™y, - fi(6))

Ci(Q,2) = (911, B20)Q(91i, &) + diag, (i, hei)Z(hyi, hyi)')

and where if A is a square matrix, djg@) denotes the block diagonal matrix whose diagonal blocks are
the 2x 2 diagonal blocks of A. The matrix;@s the \ariance-cwariance matrix of yy The vector Ris

the vector of weightedesidualsfrom the observationsy;. As with previous examples, it has the form
residual (vector) divided by standard deviation (matrix), and it is "squared" ixghession for the ob-
jective function. Theweightedresidualsare defined to be the weighted residuals from all obervatjons y

E.5 Implementation of Example 2

E.5.1 Inputs

A code for PRED which implements the example isgiin Fg. 64. The computation wolves
querying the value ofxx Note that the values,;g and g;; are returned in G(1) and G(2), respegyi.
These are the coefficients pf; andn,; in the NONMEM linear model schematic. In general, thkig
returned in G(l) is the coefficient of the Ith random inteniittlial effect in the NONMEM linear model
schematic. Thevalues h;; and h;; are returned in H(1) and H(2), respeely. These are the cdef
cients ofeqj; andey;j in the NONMEM linear model schematic. In general, the value returned in H(l) is
the coefficient of the Ith random intraindividual effect in the NONMEM linear model schematic.

A control stream for this example isvgh in Hg. 65. The data set is embedded in it, and the data
items in a data record are the ID data item, the weight data itemMWliatd item, the clearance-rate
constant indicator data item,jx and the leel-two data item, respectely. This last type of data item is
needed with one-& nested random effects in order to group together Mel@a items belonging to a
bivariate observation (see section B.1). It igegithe label L2 in the NONMEM printout, and the 1D
data item is gien the label L1 since in this example the ID data item is also tekdae data item Note
that for readability and for the purpose of wariently keying the data, the indicator data item is blank in
those places where it is actually zero, and similarly with th@-tevo data item. The alternating use of
the values 0 and 1 for thevi-two data items illustrates loit is not necessary that noncontiguougele
two records hee dfferent level-two data items. Note that the indef the level-two data item is placed
in field 7 of the ITEM record.

The initial STRUCTURE record for the problem specification hagnifields 7 and 9, indicating
that bothQ andZ are full matrices, i.e. neither is constrained to be diagdiilen a 1 is placed in field
7 (9) of the initial STRUCTURE record, the number of random inietra-) individual effects cannot
exceed 5.

The control stream contains a STRUCTURE recor&fas vell as a STRUCTURE record fér.
This is, of course, because neitlfémor X is constrained to be a diagonal matrix. The form of the
STRUCTURE record foiz is exactly that of the STRUCTURE record f@r (see section D.5.2)When
the STRUCTURE record far appears, it is placed after the STRUCTURE record¥oexcept when
the latter record is not present, in which case the STRUCTURE recokdigoplaced after the initial
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STRUCTURE record.

The initial estimate fow, is that used in the previousample. Theinitial estimate off; is
obtained by @eraging the 72 rate constant measurements.

The control stream contains a BLOCK SET recordXoas well as a BLOCK SET record fd.
The form of the BLOCK SET record f@ is exactly that of the BLOCK SET record fQr(see section
D.5.3).

The initial estimate ok is obtained by first obtaining for each midiual, the sampleariance-
covariance matrix of his clearance and rate constant measurements. Then thedeahdiatrix esti-
mates are\@raged to obtain the desired estimaide initial estimate of is obtained by first calculat-
ing the sample ariance-cwariance matrix of the individuals'varage clearances angtepage rate con-
stants. Therd/6 of the the initial estimate &fis subtracted from this samplanance-cgariance matrix
to obtain the desired estimate. In thi@mple the same final estimate, standard errors, etc. are obtained
when the fields of the BLOCK SET records are left blank.

E.5.2 SelectedPrintout

The final estimate, standard errors, and correlation matrix avenshd-igs. 66-68. It is interest-
ing to compare the final estimates and standard errors fromxtmsgpée with those from the prieus
example. Allthe parameters associated with clearance only that occur in the model withvibaspre
example also occur in the extension of that model which is considered here, and xtetmite@ model
the only parameter associated with both clearance and rate constant igsatience parameter Q.
Consequentlythe final estimates and standard errors of the estimates fronxdhiple are very close to
those from the previous example.

Regarding the ceoariance parametef),,, note that its normalized alue, i.e. the correlation
betweeng; andn, (Q1,/(Q119Q,,)Y?), is estimated to be .95. (Whereas the minimaine of the objec-
tive function is -651, in another NONMEM run wheeis constrained to be DIBONAL the minimum
value is much larger -631, indicating that the correlation is indeed significahis) suggests thatavi-
ablity in estimates of volume of distribution that might be obtained acrossdinglis and doses would be
due largely to random intraindividual (dose to dosa)ablity and little to random interindividuahi-
ablity. The reason for this is as folls. Asnoted in section E.2, a clearance observation fovengi
individual and dose might kia keen measured b§,8;, whered, and 85 are estimates of the rate con-
stant of elimination and volume of distuifion obtained from concentration vs time data. As noted in
section E.4, a rate constant observation fovengndividual and dose might kia been measured 8.

The high interindiidual correlation between theseawypes of measurements implies an approximately
proportional interindividual relationship betweéyd; and 8,, i.e. an approximately constant interindi-
vidual relationship fogs.

The first and last pages of the requested table avensind~ig. 69. The scatterplots of residual vs
weight separated by TYPE arevgi Fgs. 70 and 71.The scatterplots of weighted residual vs weight
separated by TYPE arevgh in Fgs. 72 and 73.
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F. Nonlinear Regression with One-Leel Nested Random Effects

F.1 An Example

In this chapter we return to thegglime plasma concentration vs time data, but where such data
from 12 subjects, rather than from a single subject, aitable. Thisis done to illustrate a geession
with one-level nested random effects where thgression function is nonlineairhe fact that the gres-
sion function is nonlinear really does not introduce leew considerations igerding the inputs required
by NONMEM. However, often with a nonlinear regression function and onvetleested random ffcts,
a nodeling approximation is necessaend this is described hereAlso, this example does bring
together a number of concepts discussed in the earlier examples.

Each subject is gén a sngle oral dose, the same dose for each subject. Each subject Has-a dif
ent weight. Often dose is expressed as the amount of drug administered per unit weight of the subject
(weight-adjusted dose), and in this example the dose data item is the weight-adjustddodaser, a
weight data item is also included in the data record because it will be assumed that interindivegual dif
ences in plasma concentrations may be due to interindividual weight differegoesl bieose xpressed
through weight-adjusted dose. Also, 11 plasma concentrations are esbgenvindividual at diérent
times, and these times vary betweenviittlials. (Theclearance and rate constant measurements used in
the examples of chapter E are obtained from this concentration vs time data and from similar data using
an additional fie doses per subject.)

A model for the jth observation from the ith individual might besgiby
K1iK2iX1i

——————(exp (k2iXaij) = (exp Cx1iXaij)) + &
K3I(Kll K2|)

Vij = F(61, 02, 83, 1111, 121, 131, X1y Xaij, X31) =

where

K1i =61 + nq;
Koi =6, + ny;
K3j = 03X3i + 13

where X, Xy, and X are the (non-weight-adjusted) dose, time, and weighables. Here; and x are
not subscripted with a |, indicating that the values of the dose and waitgtiles do not vary within the
individual. Thismodel is similar to one used in chapter C for data from a single individual, but there are
some notable d#érences. Firstthe ith individual is rgarded as having his own set of pharmacokinetic
parameters, these parameters are denoted; by,;, and x3;. Second, tw of the pharmacokinetic
parameters are rate constant of absorp#en,and rate constant of eliminatiory,;, as peviously but

the third basic parameter is clearangg, rather than volume of disttition. Third,these parameters are
affected by random interindividual affects, and thus random interthdil variability is expressed in the
model. furth, residual error is an intraindividuafeft. Notethat an indiidual's dearance is linearly
related to his weight as in chapter E. Tlagiance-cwariance of the random interinddual efects,Q,

is reggarded as a full matrix in this example.

As stated in section A.1, with the curremrsion of NONMEM random effects must enter the
model (for the obseations) linearly This requirement is not met in the &bkonodel; the random
interindividual effects enter nonlinearlyOne device that has been found useful under these circum-
stances is to approximate the edaodel, A, with anotherB, obtained by expanding A with a first-term
Taylor Series in the random effects about their mean values (0). In the case at handBbg gi

Yij = fij(61,62,03) + 01i(61, 02, 03)11i + 0pij(61, 62, 03)112; + G3i(61, B2, Ba)n3i + hijeij
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where

f;1(61, 62, 03) = F(61,6,,65,0,0,0,%;, Xzij, X3)

oF
01ij(61, 6, 63) = o (61,62,63,0,0,0, %, Xaij, X31)

1i

oF
gZij(glv 921 93) =

619101010101 .l ”1 i
6/72i( 1, 02,03 Xi» X2ij» X3i)

oF
03ij(61, 02, 83) = e (61,6,,65,0,0,0,%;, Xzij, X31)
|

hijzl

Written this way, the model is also displayed as the NONMEM linear model schemasie.of this first-

order approximation to the original model, along with use of the ELS olgédutiction, has been called

the First-OrderMethod for analyzing nonlinear mixed effects modeled dafdis method has been
shawvn to be statistically efficacious in particular situations (Sheiner and Beal, 1980, 1981, and 1983, and
Beal 1984a). The first-order approximation itself may be called the First-Otoéel. One practical
problem with this method is that it can require some ngatreffort to obtain the partial degtives
defining the ¢8. Morewer, there is little to be gained by examining thesewvdivies. Indeedrather than

try to display explicit formulae for the gin this example in this text, we refer the reader to the PRED
routine of Fig. 73 where code isvgn for these formulae. Certain tools akgikable to help the user ob-

tain the first-order model. PREDPP is a package which can be used with NONMEM and with pharma-
cokinetic data and which automatically obtains thevdtivies dF/0«,,;, when, as in the example, the ef-

fect of then's is hroughk's. PREDPHs actually a very elaborate PRED subroutittehen remains for

the user to supply code for the detives 0x,i/0n,;; these are relatély simple to obtain. Also, NM-
TRAN, a computer program whicladilitates the problem of constructing inputs to NONMEM, can be
used to automatically obtain the detives d«,;/0n,;. (Both PREDPP and NM-TRAN are distnited

with NONMEM.)

Let | denote the number of indliluals. Also for fixed i, let f denote the column vector ohes
of the {;, let g ; denote the column vector of values of thg,det g; denote the column vector oflues
of the g;j, let g; denote the column vector oales of the g;, and let h denote the column vector of
values of the j. Then the ELS objeacte function is gven by

0(6,Q,3) :'z %og det G(6,Q,%) + R(6,Q,%)R(4,Q,)U
i=1 O

where
Ri(6,Q,%) =Ci(6,Q, )™y - fi(6))

Ci(6,9Q,%) = (01i(6), %i(0), %(6)2(%1i(6), %i(F), &i(#)' + diag (hZh')

The last term in the expression fori€just a &ng/ way of writing the diagonal matrix whose elements
are allz. The matrix Gis the \ariance-cwariance matrix of y The vector Ris the vector of weighted
residualsfrom the observationg/;. As with previous examples, it has the form residuatier) dvided

by standard deviation (matrix), and it is "squared" in the expression for the wbjkriction. The
weightedresidualsare defined to be the weighted residuals from all obervatjons y
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F.2 Implementation of the Example

F.2.1 Inputs

A code for PRED which implements the example i&giin Fg. 74. It is similar to that in Fig. 1.
However, the \alues returned in G are wovery different, and a value is also returned in H. The same
rules for determining what is returned in G and H, and that &ea @i chapter E, apply here tod-or
clarity, code to compute the partial deatives that are returned in G is indented from the other code.
Note that in the expression for F the weight-adjusted dose (DOSE) appears, rather than the non-weight-
adjusted dose, but that also THE3) occurs in the denominator (E=THETA(3)*C) of that samjgres-
sion, so that weight itself need not enter thisression. Orthe other hand, sineg; adds to mean clear
ance, weight does enter the expression for G(3).

A control stream for this example isvgh in Fg. 75. The data set is embedded in it. Note that for
readability and for the purpose of eeniently keying the data, the weight-adjusted dose and weight data
items are blank for all data records of an individual record except the first data réber@®RED rou-
tine stores these data items in its local storage wieettge first data record of an individual record is
passed to it (revie the argument NEWIND described in section C.3.5.2).

The initial STRUCTURE record for the problem specification hagrifields 7 and 8, indicating
that Q is a full matrix, but thak is constrained to be diagonalAgain, sinceX is a scalarit can be
regarded as an unconstraineck 1 matrix, but for the sakof a nore perspicuous problem summatys
taken to be diagonal.)

F.2.2 SelectedPrintout

The final estimate, standard errors, and correlation matrix are shown in Figs. 76-78. It may interest
the reader to see Wwaremarkably well the final estimates in Figs. 66 and 76 agree for those parameters
that occur in both the model in section E.4 and the model in secfionTRefinal estimates of these
parameters from both figures, their standard errors, and the ratios of standard error to estimate are gi
in Table F2.2.i. Recalthat the estimates in Fig. 76 are obtained using one-sixth the amount of data used
to obtain the estimates in Fig. 66, since in the present example only the concentration data from one dose
per individual are used, while in the previoxample this same data, plus similar data frora &di-
tional doses per individual, are used.
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Table F.2.2.i
Estimate Comparison
Paameter Sec. Est. S.E. S.E./Est. (%)
slope E.4 .0446 .00230 5.2
F1 0363 .00466 12.9
mean rate const. E.4 .0843 .003698 4.4
Fi1 0781 .00736 9.4
Q,» E.4 327 162 49.5
F1l 515 .208 40.4
Q33 E.4 .000154 .0000905 58.3
Fi1 000240 .000118 46.7
Qo3 E.4 .00672 .00371 55.2
Fi1 00911 .00362 39.7

The first page of the requested table is shown in Fig. 79. Scatterplots of residual vs time and of

weighted residual vs time, both separated by ID, are requested. The four scatterplots corresponding to
individuals 4 and 5 are shown as examples in Figs. 80-83.
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G. Error Messages

G.1 Message$rom Processing Data Records

The data records are checked for three possible erEash error generates a messagei
below.

A) MDV DATA ITEM FOR DATA REC NO. n IS INAPPROPRIATE
Explanation: ThéVIDV data item in data record no. n is neither 0 nor 1.
System Action: Program terminates when encountering first such record.

B) TOT. NO. OF OBSERATIONS IN INDIVIDUAL REC NO. n
(IN INDIVIDUAL REC ORDERING) EXCEEDS 50

Explanation: Themaximum number of observation records allowed wiadividual record is 50Indi-
vidual record no. n does not comply with this limitation.

System Action: Program terminates when encountering first such record.

User Response: If there are important reasons for using more than 5Gtibsercords in an indd-

ual record, the limit of 50 may be increased; see NONMEM Users Guide, Part Ill. This will entail
recompiling parts of NONMEM.Execution time increases rapidly with the number of olzgem
records per individual record.

C) WARNING: NO. OF OBS RECS IN INDIVIDUAL REC NO. n
(IN INDIVIDUAL REC ORDERING) EXCEEDS ONE
WHILE INITIAL ESTIMATE OF WITHIN INDIVIDUAL VARIANCE IS ZERO

Explanation: Thenitial estimate ofz is fixed to O, while intraindividual variability appears to exist in
the data. Moreeer, the Simulation Step is not implemented.

System Action: Continue processing. Message is issued only with the fashdividual records in
which the number of observation records exceeds one.

User Response: If it is not intended that the number of observation recordsvidualdiecord no. n
should exceed one, then correct the datalgétis not intended that the initial estimate&hould be 0,
then check the initial estimate. There can be circumstances where the intenwvis naltiple obsera-
tions in individual records and to fto 0. In these circumstances the random intraindividdatesfin
the model hee o actual effect on the data sinéeis 0 and so their values are constaHbwever,
another way to arrange that random intraindividual effecte ha effect is to eliminate them from the
model. Thisis accomplished by placing a 0 in field 3 of the initial §TTR URE record and by omitting
all control records pertaining &
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G.2 Messagesrom Processing Control Records

Each control record is cheett for may possible errors, such as there being an integer in a control
record outside the permitted range, or there being a sort code in a TABLE record which appears more
than once in the recordf an error is found in a control record, a self-explanatory error message is
printed that directs the user tgagnine this record, and sometimes the particular field(s) containing the
error. One control record after another is chedkand when the first control record (or combination of
control records) with an error is found, NONMEM issues the appropriate error message and terminates.
Therefore, subsequent control records with errors may not be identified until a subsequent NONMEM
run.

G.3 Message$srom the Estimation Step

Besides one possible error message from the Estimation Step, there are the three lines of output
that alvays appear and that describe the nature of the termination of the minimization search. In addi-
tion, with the default ELS objeot function a certain pattern of output indicates that with the initial
parameter estimate, the estimatadiance-cwariance matrix of some indidual’s ®t of observations is
algorithmically singular This pattern can also occur with a user-specified obgediinction when with
the initial parameter estimate the user-supplied subprogram CONTR issues return (8de NON-

MEM Users Guide II.)The pattern consists of a) termination of the search after the second iteration due

to rounding errors dominating, b) an exceedingly large value of the ebjdatiction at the end of the

Oth, 1st, and 2nd iterations, c) zero gradients (across all STP) at these three iterations, d) asterisks for the
minimum value of the objee function, and e) a final estimate equalling the initial estimhtehis

case user response should be to check i) that a suitable model has been chosen for the data, ii) for pro-
gramming errors in PRED, iii) that reasonable initial estimates been specifiedy) for mistakes in

the data setWhen the Estimation Step is not implemented, a pattern consisting of asterisks for the mini-
mum value of the objeet function should also prompt the same user response.

The error message from the Estimation Step is:

A) PROGRAM TERMINATED BY OBJ, ERROR IN CONTR
WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)
RETURN CODE m

Explanation: CONTRs the usessupplied subprogram for computing the contribution made to the objec-
tive function from a gien individual’'s data. Ithas encountered an error with individual n, and it has
issued a return code m1.

System Action: Program terminates.
User Response: Response should be appropriate for return code m.

G.4 Message$srom the Covariance Step

The following error messages from thev@wance Step either indicate the reasony warious
anticipated output is omitted from thev@dance Step or ge a varning. Thesystem action in each case
is to continue processing. Reference is made to the R and S matrices. These matrices, computed in the
Covariance Step, are described in NONMEM Users Guide, Part Il. The R matrix is a numerical approxi-
mation to the hessian matrix of the objeetifunction ealuated at the final estimate. As such, it is
desireable that it be nonsingular and pesitemidefinite. [fit is not, then the a@riance matrix may not
be obtainable. If the S matrix is singyléren the imerse coariance matrix may not be obtainable.

A) R MATRIX UNOBTAINABLE
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B) SMATRIX UNOBTAINABLE
C) RMATRIX ALGORITHMICALL Y SINGULAR

D) RMATRIX ALGORITHMICALL Y SINGULAR
AND ALGORITHMICALLY NON-POSITIVE SEMIDEFINITE

E) RMATRIX ALGORITHMICALL Y NON-POSITIVE SEMIDEFINITE
BUT NONSINGULAR

F) SMATRIX ALGORITHMICALL Y SINGULAR

G) PSEUDONVERSE OF S MATRIX UNOBTAINABLE

H) PSEUDOINVERSE OF CQFARIANCE MATRIX UNOBTAINABLE

I) EIGENVALUES NO. n AND GREATER UNOBTAINABLE

When messages A and B ocdhey are accompanied by the messages:

J) ERFOR RMATX-n m

K) ERROR SMATX-nm

respectiely. These tw messages are nokmained here. If message C occurs, the ohjedtinction
could be flat ger some part of the parameter space that includes the final estithatessage D or E
occurs, the final estimate is not a local minimum. A situation giving rise to one of the mbssages
may also gie lise to one of the follwing messages which indicate that certain output is being ommitted
or indicates that surrogate output is generated.

L) COVARIANCE MATRIX UNOBTAINABLE

M) INVERSE COVARIANCE MATRIX UNOBTAINABLE

N) COVARIANCE MATRIX SET EQJAL TO INVERSE OF R MATRIX

0O) COVARIANCE MATRIX SET EQUAL TO INVERSE OF S MATRIX

P) INVERSEOF CO/ARIANCE MATRIX SET EQUAL TO R MATRIX

Q) INVERSEOF CO/ARIANCE MATRIX SET EQUAL TO S MATRIX

If the covariance matrix is unobtainable, so are the standard errors and the correlation matrix.
In addition to messages A-Q, thes@tmessages can occur together:
R) PROGRAM TERMINATED BY OBJ, ERROR IN ELS
VAR-COV WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)
ESTIMATED TO BE ALGORITHMICALLY SINGULAR

S) MESSAGE ISSUED FROM CWARIANCE STEP
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Explanation: Vith the final parameter estimate, the estimatathnce-ceariance matrix of the obseav
tions from individual n is algorithmically singular.

System Action: Program terminates.

User ResponseThe error can occur only when the final estimate is the initial estimate and only when
either the Cwariance Step is unconditionally implemented or a MSF is ugspond with iy, as indi-
cated in section G.3. If MSF is used, check that it is the correct one.

These tw messages may also occur together:

T) PROGRAM TERMINATED BY OBJ, ERROR IN CONTR
WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)
RETURN CODE m

U) MESSAGE ISSUED FROM CUARIANCE STEP

Explanation: CONTRs the user-supplied subprogram for computing the cainib made to the objec-
tive function from a gien individual’s data. Ithas encountered a fatal error with individual n, and it has
issued a return code m.

System Action: Program terminates.

User ResponseThe error can occur only when the final estimate is the initial estimate and only when
either the Cwariance Step is unconditionally implemented or a MSF is ugspond with iy, as indi-

cated in section G.3. If MSF is used, check that it is the correctResponse should be appropriate for
return code m.

G.5 Message$rom the Table and Scatterplot Steps
These tvo messages may can occur together:

A) PROGRAM TERMINATED BY PRRES, ERROR IN ELS

VAR-COV WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)

ESTIMATED TO BE ALGORITHMICALLY SINGULAR

B) MESSAGE ISSUED FROM x STEP
Explanation: Vith the final parameter estimate, the estimatathnce-cuariance matrix of the obseav
tions from individual n is algorithmically singulain message B the x stands for eith&BLE or
SCATTERPLQ, whichever applies.
System Action: Program terminates.
User ResponseThe error can occur only when the final estimate is the initial estimate and only when
the Estimation Step is either unconditionally implemented or not implemented. Respondwvih i-i
indicated in section G.3.

These two messages may also occur together:

C) PROGRAM TERMINATED BY PRRES, ERROR IN CONTR



Users Basic Guide 48

WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)
RETURN CODE m

D) MESSAGE ISSUED FROM x STEP

Explanation: CONTRs the usesupplied subprogram for computing the contribution made to the objec-
tive function from a gien individual’s data. Ithas encountered atél error with individual n, and it has
issued a return code m. In message D the x stands for eAlBdrETor SCATERPLQOI, whichever
applies.

System Action: Program terminates.
User ResponseThe error can occur only when the final estimate is the initial estimate and only when

the Estimation Step is either unconditionally implemented or not implemeRtespond with iy, as
indicated in section G.3. Response should be appropriate for return code m.

There is another possible message from the Scatterplot Step:
E) RANGEFOR x is ZERO
Explanation: Thalata items labeled x are to be scatterplotted, bytateecall equal.
System Action: Replace the scatterplot with this message.

G.5 Message$rom the Finalization Step
These tw messages may can occur together:

A) PROGRAM TERMINATED BY PRRES, ERROR IN ELS
VAR-COV WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)
ESTIMATED TO BE ALGORITHMICALLY SINGULAR

B) MESSAGE ISSUED WHEN CONPAR CALLED WITH ICALL=3
Explanation: Vith the final parameter estimate, the estimatathnce-ceariance matrix of the obseav
tions from individual n is algorithmically singulain message B CONKR refers to the usesupplied
subprogram for computing condensed parameter values.
System Action: Program terminates.
User ResponseThe error can occur only when the final estimate is the initial estimate and only when
the Estimation Step is either unconditionally implemented or not implemeRtespond with iy, as
indicated in section G.3.
These tw messages may also occur together:
C) PROGRAM TERMINATED BY PRRES, ERROR IN CONTR

WITH INDIVIDUAL n (IN INDIVIDUAL RECORD ORDERING)

RETURN CODE m

D) MESSAGE ISSUED WHEN CONPAR CALLED WITH ICALL=3
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Explanation: CONTRs the user-supplied subprogram for computing the catinilb made to the objec-
tive function from a gien individual’s data. Ithas encountered a fatal error with individual n, and it has
issued a return code m. In message D CONPAR refers to theumsied subprogram for computing
condensed parameter values.

System Action: Program terminates.
User ResponseThe error can occur only when the final estimate is the initial estimate and only when

the Estimation Step is either unconditionally implemented or not implemented. Respondwvih i-i
indicated in section G.3. Response should be appropriate for return code m.
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Fig.
SUBROUTINE PRED (ICALL,NEWIND, THETA, DATREC, INDXS,F,G, H)

THETA (1) =ABSORPTION RATE CONSTANT (1/HR)
THETA (2) =ELIMINATION RATE CONSTANT (1/HR)
THETA (3} =VOLUME QOF DISTRIBUTION (LITERS)
DATREC (1)=~DOSE (MG)

DATREC (2)=TIME (HR)

DIMENSION THETA(*),DATREC(*),INDXS(*),G(*), H(*)
DOUBLE PRECISION THETA,F,G,H,A,B,C,D

A=EXP (-THETA {2} *DATREC (2) )

B=EXP (-THETA (1) *DATREC (2} )

C=THETA (1) -THETA (2)

D=A-B

F={ {DATREC (1) *THETA (1) ) / (THETA (3) *C) ) *D
G(l)=1.

RETURN

END



Fig. 2

FILE NULL
PROB SIMPLE NONLINEAR REGRESSION OF CP VS TIME DATA FROM ONE SUBJECT
DATA 0 0 10 3 ‘

ITEM 0 3 0 0 1

LARL DOSE TIME Ccp

FORM

(3F10.0)
320 .27 1.71
320 .52 7.91
320 1.0 8.31
320 .92 8.33
320 3.5 6.85
320 5.02 6.08
320 7.03 5.4
320 5.0 4.55
320 12.0 3.01
320 24.3 .80

STRC 3 1 1

THCN 1

THTA 1.7 .102 29.

LOWR .4 .025 10.

UPPR T. .4 80.

DIAG 2

ESTM 0 240 4 2

COVR 0

TABL 0 1

TABL 1 2

SCAT 0 4

SCAT 2 3

SCAT 2 4

SCAT 2 5

SCAT 3 4 1
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Fig.

SUBROUTINE PRED (ICALL,NEWIND,THETA,DATREC, INDXS,F,G,H)

THETA (1) =ABSORPTION RATE CONSTANT (1/HR)

THETA (2) =ELIMINATION RATE CONSTANT (1/HR)
THETA (3) =VOLUME OF DISTRIBUTION (LITERS)

DATREC (1)=DQSE (MG)

DATREC({2)=TIME ({HR)

CCMPUTED VALUES

C=CONCENTRATION IN PLASMA AT CURRENT TIME (MG/L)
DO=DOSE IN DEPOT AT CURRENT TIME (MG)
DELTA=INCREMENTAL DIFFERENCE IN TIME FRCOM PREVIOQUS TIME

DIMENSION THETA(*),DATREC(*)},INDXS (*)},G(*},H(*)
DOUBLE PRECISION THETA,F,G,H,DO,A,B,BA,C

IF (NEWIND.NE.Q) GO TO 10
INITIALIZE RECURSION
C=0.
TIME=0.
DO=DATREC (1)
COMPUTE TIME INCREMENT
DELTA=DATREC (2)-TIME
COMPUTE EXPONENTIALS
A=FEXP (~THETA (2) *DELTA}
B=EXP (-THETA (1) *DELTA)
GET BATEMAN VALUE
CALL BATE (DO,DELTA,THETA(1),THETA(2),THETA(3)},A,B,RBA)
UPDATE C AND DO
C=BA+C*A
DO=DO*B
UPDATE TIME
TIME=DATREC (2)
SET QUTPUTS
F=C
G(l)y=1.
RETURN
END

19
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SUBROUTINE BATE (DC,DELTA,KA,KD,VL,A,B,BA)

INPUTS
DO=DOSE
DELTA=TIME
KA=MEAN ABSORPTION RATE
KD=MEAN ELIMINATION RATE
VI=VOLUME OF DISTRIBUTION
A=EXP (-KD*DELTA)
B=EXP (-KA*DELTA)
CUTPUTS
BA=BATEMAN VALUE

DCUBLE PRECISION DO,KA,KD,VL,A,B,BA,C,D

C=KA-XD
D=A-B

BA=DO*KA/ (VL*C) *D
RETURN

END

Fig. 20



QOO aaa

SUBROUTINE PRED (ICALL,NEWIND, THETA,DATREC, INDXS,F,G,H)

THETA (1) =ABSORPTION RATE CONSTANT (1/ER)
THETA (2) =ELIMINATION RATE CONSTANT (1/HR)
THETA (3) =VOLUME OF DISTRIBUTION (LITERS)
INDXS (1) =DOSE (MG)
INDXS (2)=TIME (HR)

DIMENSION THETA(*),DATREC(*),INDXS (*),G(*), H(*)
DOUBRLE PRECISION THETA,F,G,H,A,B,C,D

DO=DATREC (INDXS (1})

TIME=DATREC (INDXS({2})

A=EXP (-THETA (2} *TIME)

B=EXP (-THETA (1) *TIME)
C=THETA(1)-THETA{2)

D=A-B
F=((DO*THETA(1))/(THETA(3) *C)) *D
G(1)=1.

RETURN

END

Fig. 21



Fig. 22

FILE NULL

PROB SIMPLE NONLINEAR REGRESSION OF CP VS TIME DATA FROM ONE SUBJECT

DATA 0 0 10 3

ITEM 0 3 0 2 1

INDX 1 2

LAEL DOSE TIME Cp

FORM

(3F10.0)
320 .27 1.71
320 .92 7.91
320 1.0 8.31
320 1,92 8.33
320 3.5 6.85
320 5.02 .08
320 7.03 5.1
320 9.0 4.55
320 12.0 3.01
320 24.3 .90

STRC 3 1 1

THCN 1

THTA 1.7 .102 29.

LOWR .4 .025 10.

UPPR 7. .4 80.

DIAG 2

ESTM 0 240 4 2

COVR 0

TABL 0 1

TABL 1 2

SCAT 0 4

SCAT 2 3

SCAT 2 4

SCAT 2 5

SCAT 3 4 1
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SIMPLE NONLINEAR REGRESSION OF CP VS TIME DATA FROM ONE SUBJECT

FILE NULL
PROB
DATA 0
ITEM 0
INDX 2
LAEL TIME
FORM
(3F10.0)
.27
.52
1.0
1.92
3.5
5.02
7.03
9.0
12.0
24.3
STRC 3
THCN 1
THTA
LOWR
UPPR
DIAG 2
ESTM 0
COVR 0
TABL 0
TABL 1
SCAT 0
SCAT 1
SCAT 1
SCAT 1
SCAT 3

0
3
1

240

0N b () e

10
0

DOSE

320
320
320
320
320
320
320
320
320
320

3
2

.102
.025
.4

1

CP

1.71
.91
.31
.33
.85
.08

.55
.01

Whhahoom-

29,
10.
80.
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SUBRQUTINE PRED (ICALL,NEWIND, THETA,DATREC, INDXS,F,G,H)

THETA (1) =ABSORPTION RATE CONSTANT (1/HR)
THETA (2) »ELIMINATION RATE CONSTANT (l/HR)
THETA (3) =VOLUME OF DISTRIBUTION (LITERS)
DATREC (1) =TIME (HR)

DIMENSION THETA(*),DATREC (*) ,INDXS({*)},G(*)},H{(*)
DOUBLE PRECISION THETA,F,G,H,A,B,C,D

IF (ICALL.EQ.0) RETURN
IF {(ICALL.EQ.1} THEN
INPUT DOSE
READ (5,5) DOSE
FORMAT (F10.0)
RETURN

ELSEIF (ICALL.EQ.2) THEN

COMPUTE F AND G
A=EXP (-THETA (2) *DATREC(1))
B=EXP (-THETA (1) *DATREC (1))
C=THETA (1) -THETA (2)
D=A-B
F= ({DOSE*THETA (1)) /(THETA (3)*C)) *D
G(l)=1.
RETURN

ENDIF
END

Fig.
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FILE NULL
PROB
DATA 0
ITEM 0
LABL TIME
FORM
(2F10.0)
.27
.52
1.0
1.92
3.5
5.02
7.03
9.0
12.0
24.3
STRC 3
THCN 1
THTA
LOWR
UPPR
DIAG 2
ESTM 0
COVR 0
TABL 0
TABL 1
SCAT 0
SCAT 1
SCAT 1
SCAT 1
SCAT 2

Fig. 25

SIMPLE NONLINEAR REGRESSION OF CP VS TIME DATA FROM ONE SUBJECT
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FILE NULL

PROB

DATA 0 0 12 5

ITEM 5 3 4 0 1

LABL DOSE TIME CP

FORM

(5F10.0)
320 .27 1.71
320 .52 7.91
320 1.0 8.31
320 1.92 8.33
320 3.5 6.85
320 5.02 6.08
320 7.03 5.4
320 5.0 4.55
320 12.0 3.01
320 16.0
320 20.0
320 24.3 .90

STRC 3 1 1

THCN 1

THTA 1.7 .102 29.

LOWR .4 .025 10.

UPPR 7. .4 80.

DIAG 2

ESTM 0 240 4 2

COVR 0

TABL 0 1

TABL 1 2

SCAT 0 4

SCAT 2 3

SCAT 2 6

SCAT 2 7

SCAT 3 6 1

Fig. 26&

SIMPLE NONLINEAR REGRESSION OF CP V5 TIME DATA FROM ONE SUBJECT
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FILE
PROB
DATA
ITEM
LABL
FORM

Fig. 28

SIMPLE NONLINEAR REGRESSION OF CP V$ TIME DATA FROM ONE SUBJECT

{(3F10.0)

STRC
THCN
THTA
LOWR
UEPR
DIAG
ESTM
COVR
TABL
TABL
SCAT
SCAT
SCAT
SCAT
SCAT

FILESTREAM

0 0 10

0 3 0
DOSE TIME
320 .27
320 .52
320 1.0
320 1.92
320 3.5
320 5.02
320 7.03
320 9.0
320 12.0
320 24.3

3 1

1

.7
.4

2

0 50 4

0

0 1

1 2

0 4

2 3

2 4

2 5

3 4

3
0

1
CFp

1.71
7.91
8.31
B.33
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Fig. 31

SIMPLE NONLINEAR REGRESSICN OF CP VS TIME DATA FROM ONE SUBJECT

FILE FILESTREAM
PROB
DATA 0 0 10
ITEM 0 3 0
LABL DOSE TIME
FORM
(3F10.0)
320 .27
320 .52
320 1.0
320 1.82
320 3.5
320 5.02
320 7.03
320 2.0
320 12.0
320 24.3
FIND
ESTM 0 150 4
COVR 0
TABL 0 1
TABL 1 2
SCAT 0 4
SCAT 2 3
SCAT 2 4
SCAT 2 3
SCAT 3 4

3
0

1
Cp

Wb novohoo @ -

.71
.91
.31
.33
.85
.08

.55
01

.90
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Fig. 34

FILE NULL

PROB SIMPLE NONLINEAR REGRESSICON OF CP VS TIME DATA FROM ONE SUBJECT

DATA 0 0 10 3

ITEM 0 3 0 0 1

LABL DOSE TIME cp

FORM

(3F10.0}
320 .27 1.71
320 .52 7.91
320 1.0 8.31
320 1.82 8.33
320 3.5 6.85
320 5.02 6.08
320 7.03 5.4
320 9.0 4.55
320 12.0 3.01
320 24.3 .90

STRC 3 1 1

THCN i

THTA .102 29.

LOWR .4 .025 10.

UPPR 7. .4 80.

DIAG 2

ESTM 0 240 4 2

COVR 0

TABL 0 1

TABL 1 2

SCAT 0 4

SCAT 2 3

SCAT 2 4

SCAT 2 5

SCAT 3 4 1
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SUBROUTINE PRED (ICALL,NEWIND,THETA,DATREC,INDXS,F,G,H)

THETA (1) =ABSORPTION RATE CONSTANT (1/HR)
THETA (2) =ELIMINATION RATE CONSTANT (1/HR)
THETA (3)=VOLUME OF DISTRIBUTION (LITERS)
THETA (4) =POWER PARAMETER

DATREC (1)=DOSE (MG)

DATREC (2)=TIME (HR)

DIMENSION THETA(*) ,DATREC(*),INDXS(*),G(*),B(*)
DOUBLE PRECISION THETA,F,G,H,A,B,C,D

A=EXP (~THETA (2) *DATREC (2} )

B=EXP {~THETA (1) *DATREC (2) )
C=THETA (1) ~THETA (2)

D=A-B

F=( (DATREC (1) *THETA (1) } / (THETA (3} *C) } *D
G(1)=F**THETA (4)

RETURN

END

Fig. 36



FILE
PROB
DATA
ITEM
LABL
FORM

NONLINEAR REGRESSION WITH POWER FUNCTION VARIANCE MODEL

(3Fr10.0)

STRC
THCN
TRTA
LOWR
UPPR
DIAG
ESTM
COVR
TABL
TABL
SCAT
SCAT
SCAT
SCAT
SCAT

NULL
0 0
0 3
DOSE
320
320
320
320
320
320
320
320
320 1
320 2
4 1
1
1.7
.4
7.
2
0 240
0
0 1
1 2
0 4
2 3
2 4
2 6
3 4

10
0

TIME

Lo G IRV« B I I VR o e

.27
.52
.0
.92
.5
.02
.03
.0
.0
.3

10

3
0

.102
.025

1
cp

Wk ®O -

.71
.91
.31
.33
.85
.08

.55
.01

.90

29,
10.
80O.

w o
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SUBROUTINE PRED (ICALL,NEWIND, THETA,DATREC, INDXS,F,G,H)

THETA (1) =PROPORTIONALITY CONSTANT

THETA (2)=ELIMINATION RATE CONSTANT (1/HR)
THETA {3)=VOLUME OF DISTRIBUTION (LITERS)
DATREC (1)=DOSE (MG)

DATREC (2)=TIME (HR)

DIMENSION THETA(*),DATREC({*),INDXS(*),G(*),H(*)
DOUBLE PRECISION THETA,F,G,H,B,C

B=EXP (-THETA (2) *DATREC (2) )
C=DATREC (1) /THETA(3) *B

F=C

IF (DATREC(4).EQ.l1.) F=THETA(1)*C
G(1)=1.-DATREC (4)

G (2)=DATREC(4)

RETURN

END

Fiqg.
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FILE NULL
PROB
DATA 0
ITEM 2
LABL DOSE
FORM
{4F10.0)
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
160
STRC 3
STRC 1
THCHN i
THTA
LOWR
UPPR
BLST 2
ESTM 0
COVR 0
TABL 0
TABL 2
SCAT 0
SCAT 2
SCAT 2
SCAT 2
SCAT 2
SCAT 2
SCAT 2
SCAT 3
SCAT 3

NONLINEAR REGRESSION WITH TWO TYPES OF OBSERVATIONS

0 23
3 0
TIME

WO~ s WP

w oD
w ~J -
U o

12.00
14.50
15.82
24.33

Len ]
.9

UL wl o

4
0

.07

'01
.40

1
CONC

5.32
4.88
4.1
4.21
2.24
3.96
2.31
3.76
2.05
3.61
1.91
3.440
1.90
3.14
1.84
1.67
1.47
1.31
1.17
1.03
.89
.78
.56

P/S

QCOOOHPHKRHRPFRPOHOHRPOHOHCOHOOODO

Fig.
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Fig. 41
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SUBROUTINE PRED (ICALL,NEWIND,THETA,DATREC, INDXS,F, G, H)

THETA(l1)=SLOPE (LITERS/HR/KG)
THETA (2) =INTERCEPT (LITERS/HR)
DATREC {2)=WEIGHT (KG)

DIMENSION THETA({*),DATREC(*),INDXS{(*},G{*),H{*)
DOUBLE PRECISION THETA,F,G,H

F=THETA (1) *DATREC (2) +THETA (2)
G(l)=1.

H(1)=1,

RETURN

END

Fig. 57



FILE
PROB
DATA
ITEM
LABL
FORM

NULL

LIN REGRESSION OF CLEARANCE VS WT:

0 0 72
1 3 0
ID WT

(F2.0,3%X,F4.0,1X,7r6.0)
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SUBROUTINE PRED (ICALL,NEWIND,THETA,DATREC,INDXS,F,G,H)

THETA (1} =SLOPE (LITERS/HR/KG)
THETA (2) =INTERCEPT (LITERS/HR)
THETA(3)=MEAN KE (1/HR)

DATREC (2)=WEIGHT (KG)

DATREC (4)=TYPE DATA ITEM

DIMENSION THETA(*) ,DATREC(*),INDXS(*},G(*),H(*)
DOUBLE PRECISION THETA,F,G,H

IF (DATREC(4).EQ.0.) THEN
F=THETA (1)} *DATREC (2) +THETA (2)

G{l)=1.
G(2)=0.
H{l)=1.
H(2)=0.
ELSE
F=THETA {3)
G(1)=0.
G(2)=1,
H(1)=0.
H(2)=1.
ENDIF
RETURN

END

Fig. 64



Fig. 65a

FILE NULL
PROB MULTIV LIN REG OF CLEARANCE AND RATE CONSTANT VS WT; REPEATED MEASURE!
DATA 0 0 144 5

ITEM 1 3 0 0 1 5
LABL Ll WT CL TYFE L2
FORM
(F2.0,3X,F4.0,1X,F6.0,2(1X,F1.0))
1 79.6 1.850

1 79.6 .0475 1

1 79.6 2.642 1
1 79.6 .0558 11
1 79.6 1.963

1 79.6 .0440 1

1 79.6 2.415 1
1 79.6 .0560 1 1
1 79.6 1.905

1 79.6 .0442 1

1 79.6 2.120 1
1 79.6 .0513 11
2 72.4 3,270

2 72.4 .09%6 1

2 72.4 3.600 1
2 72.4 .,0919 1 1
2 72.4 3.530

2 72.4 ,0961 1

2 72.4 3.689 1
2 72.4 .09%40 1 1
2 72.4 3.940

2 72.4 .,09%6 1

2 72.4 4.526 1
2 72.4 .09%6 1 1
3 70.5 2.977

3 70.5 .0942 1

3 70.5 3.143 1
3 70.5 .0731 11
3 70.5 3.497

3 70.5 .1000 1

3 70.5 3.264 1
3 70.5 .0843 1 1
3 70.5 3.447

3 70.5 .0818 1

3 70.5 3.652 1
3 70.5 .0986 11
4 72,7 2.768

4 72.7 .0922 1

4 72.7 3.183 1
4 72.7 .0885 11
4 72.7 3.119

4 72.7 .0858 1

4 72.7 3.435 1
4 72.7 .0926 1 1
4 72.7 3.520

4 72.7 .0968 1

4 72.7 3.603 1
4 72.7 .0880 1 1
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Fig.

SUBROUTINE PRED (ICALL,NEWIND,THETA,DATREC,INDXS,F,G,H)

THETA(1)=MEAN ABSORPTION RATE CONSTANT (1/HR)

THETA (2)=MEAN ELIMINATION RATE CONSTANT (1/HR)

THETA (3)=SLOPE OF CLEARANCE VS WEIGHT RELATIONSHIP (LITERS/HR/KG)
DATREC (2)=WEIGHT-ADJUSTED DOSE (MG/KG)

DATREC (3)=TIME (HR)

DATREC (5)=WEIGHT (XG)

DIMENSICN THETA(*),DATREC({*),INDXS(*),G(*),H(*)
DCUBLE PRECISION THETA,F,G,H,A,B,C,D,E
DCUBLE PRECISION DADZ,DBD1,DFD1l,DFD2,DFDD, DFDE

IF (NEWIND.NE.Z2) THEN
DOSE=DATREC (2)
WT=DATREC (5)

ENDIF

A=EXP (-THETA (2) *DATREC (3))
DAD2=-DATREC (3) *A

B=EXP (-THETA (1) *DATREC (3) )
DED1=-DATREC (3) *B

C=THETA (1) -THETA(2)

D=A-B

E=THETA (3) *C

F={( (DOSE*THETA (1) *THETA (2} ) /E) *D
DFD1={ (DOSE*THETA{2})/E}*D
DFD2=( (DOSE*TBETA (1} )} /E)} *D
DFDD={DOSE*THETA (1) *THETA(2)) /E
DFDE=-( (DOSE*THETA (1) *THETA(2) ) /E**2) *D

G(1)=DFD1-DFDD*DBD1+DFDE*THETA (3)

G(2)=DFD2+DFDD*DADZ2-DFDE*THETA (3)

G(3)=DFDE*C/WT

H(1l)=1.

RETURN

END
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Fig. 7ha

FILE NULL
PROB NONLINEAR REGRESSION OF CP VS TIME DATA FROM 12 SUBJECTS
DATA 0 0 132 5

ITEM 1 4 0 0 1
LABL 1D DOSE TIME CPp WT
FORM
{(5F10.0)
1 4,02 Q. .74 79.6
1 0.25 2.84
1 0.57 6.57
1 1.12 10.5
1 2.02 9.66
1 3.82 B.58
1 5.1 8.36
1 9.05 6.89
1 7.03 7.47
1 12.12 5.94
1 24,37 3.28
2 4.4 0. 0. 72.4
2 .27 1.72
2 .52 7.91
2 1. 8.31
2 1.92 8.33
2 3.5 6.85
2 5.02 6.08
2 7.03 5.4
2 9. 4.55
2 12. 3.01
2 24.3 .90
3 4,53 0. 0. 70.5
3 .27 4.4
3 .58 6.9
3 1.02 8.2
3 2.02 7.8
3 3.62 7.5
3 5.08 6.2
3 7.07 5.3
3 9. 4.9
3 12.15 3.7
3 24.17 1.05
4 4.4 0. 0. 72.7
4 .35 1.89
4 .6 4.6
4 1.07 B.6
4 2.13 8.38
4 3.5 7.54
4 5.02 6.88
4 7.02 5.78
4 9.02 5.33
4 11.98 4.19
4 24.65 1.15
5 5.86 0. 0. 54.6
5 .3 2.02
5 .52 5.63
5 1. 11.4
5 2.02 9.33
5 3.5 8.74
5 5.02 7.56
5 7.02 7.09
5 9.1 5.9
5 12. 4.37
5 24.35 1.57
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Appendix I. Control Record Formats

Records marked with * may be continued.
The record name, e.g., "INDX", is not repeated on continuation(s).

FILE record
Field No. Value
1 NULL

72 chars

SUPER record
Field No. Value

1 1-9999
2 2-9999
3 0

1

PROBLEM record

Field No. Value
1 72 chars

DATA record
Field No. Value

1 O or blank
1
-1

2 Oor blank
1

3 0
1-9999

4 1-20

5 0
1

6 0-9999

FILE) (A4,4X,A72)

Function
no file stream
name of file stream

SUPR) (A4,4X,14,18,14)

Function

Numbenof problems in the superproblem

Numbenof iterations of the superproblem.

Input information will be printed for first problem only
Input information will be printed for all problems

PROB) (A4,4X,A72)

Function
problenneading

DATA) (A4,4X,1814)

Function

data set is embedded in the control stream

data set is in a separate file

re-usehe data set from the previous problem.
FORTRAN unit not to bewsund

FORTRAN unit to be neround

data set to be read to FINISH record or end of file
noof data records (low-order digits)

no.of data items per data record

mot data checkout

data checkout only

no.of data records (high-order digits)

The no. of data records is Field 6 * 10000 + Field 3.
When Field 6 is 0 or blank, this is simply Field 3



Users Basic Guide

ITEM record
Field No. Value
1 0-20
2 1-20
3 0-20
4 0-20
5 0

1
6 0

1
7 0-20
8 0-20
9 0-20
10 0-20
11 0-50
12 0-20
13 0-20
14 0-20
15 0-20

INDEX record

Field No. Value

1 1-20

2 1-20
etc.

(TEM (A4,4X,1814)

Function

ind of ID data item

inde of DV data item

index of MDV data item

no.of data item indices in INDXS

o user-supplied labels.

user-supplied labels.

dandard labels PRED,RES and WRES used.
nonstandard labels used.

index of L2 data item

inde of first data item specified in CONTR record
ind of second data item specified in CONTR record
index of third data item specified in CONTR record
no. of user-supplied labels for tables, scatters
index of MRG_ data item

index of RAW _ data item

no. of items on OMIT record

index of RPT _ data item

(NDX)* (A4,4X,1814)

Function
1stelement of INDXS
2ndelement of INDXS
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LABEL record LABL)* (A4,4X,9(A4,4X))
Field No. Value Function
1 4 chars labebf 1st data item
2 4 chars labebf 2nd data item
etc.
m 4chars labebf last data item
m+1 4chars labefor PRED (if ITEM(6)=1)
m+2 4chars labefor RES (if ITEM(6)=1)
m+3 4chars labefor WRES (if ITEM(6)=1)
m+p+1 4chars labefor 1st variable in NMPRD4t
m+p+2 4chars labefor 2nd variable in NMPRDA4t
etc.
m+p+q 4chars labefor last displayed variable in NMPRD4
Note

m=no. of data items per data recAlA (4)

p=3 if non-standard labels for PRED, RES, WRES (ITEM(6)=1)
p=0 otherwise

g=no. of user supplied labels for tables, scatters=ITEM(11)

T Blank if this variable is not displayed

OMIT record OM T)* (A4,4X,1814)

Field No. Value Function

1 4 chars noof 1st data item omitted from template matching

2 4chars noof 2nd data item omitted from template matching
etc.

FORMAT record FORM) (A4,4X,A72/A80)

Field No. Value Function

1 80 chars formaspecification

(field begins on first continuation record)

FIND record FI ND) (A4,4X,1814)
Field No. Value Function
1 0
2 0
3 0 No Model specification file (MSFI)
1 A Model specification file (MSFI) is to be read.
4 0 estimate on file not to be rescaled.
1 estimate on file to be rescaled.
5 0 No ONLYREAD option
1 ONLYREAD option
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initial STRUCTURE record $TRC) (A4,4X,1814)

Field No. Value Function

1 0-70 lengthof THETA

2 0-70 dimensiorof OMEGA

3 0-70 dimensiorof SIGMA

4 blank

S blank

6 Oor blank OMEGA constrained with a block set partition
1 OMEGA constrained to be diagonal

7 Oor blank only if field 6 has value 1
1-70 numbenpf block sets for OMEGA

If the dimension of SIGMA is 0, the following fields may be ignored.

8 Oor blank SIGMA constrained with a block set partition
1 S GMA constrained to be diagonal

9 Oor blank SIGMA only if field 8 has value 1
1-70 numbepf block sets for SIGMA

10 blank

11 blank

12 Oor blank default THET A boundary test
1 No default THETA boundary test

13 Oor blank default OMEGA boundary test
1 No default OMEGA boundary test

14 Oor blank default SIGMA boundary test
1 No default SIGMA boundary test

STRUCTURE record for OMEGA (BTRCOMA (A4,4X,1814)

Field No. Value Function

1 1-70 sizeof 1st. block set

2 1-70 dimensiorof blocks in 1st. block set

3 1-70 sizeof 2nd. block set

4 1-70 dimensiorof blocks in 2nd. block set
etc.

THETA CONSTRAINT record ~ THCN) (A4,4X,1814)

Field No. Value Function

1 Oor blank THER unconstrained
1 THETA constrained

2 Oor blank use default size of initial. est. search
1-9999 noof points to be examined during initial est. search.

3 Oor blank ABOR if PRED sets error return code to 1 during search
1 NOABORT - Ignore PRED error return code during search

2 NOABORTFIRST - Same,ven with first values.
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THETA record
Field No. Value
1
2
etc.

LOWER BOUND record

Field No. Value
1
2

etc.

UPPER BOUND record

Field No. Value
1
2

etc.

DIAGONAL record
for OMEGA or SIGMA

Field No. Value
Pos. 1 blank
1
2
1
2
etc.

BLOCK SET record
for OMEGA or SIGMA

Field No. Value
Pos. 1 blank
1
2
1
2
etc.

THTA)* (A4,4X,9A8)

Function

initial est. ofg;

(blank if NONMEM is to obtain the inital est.)
initial est. ofg,

(blank if NONMEM is to obtain the inital est.)

LOAR)* (A4,4X,9A8)

Function
lower bound fo®,
lower bound fo®,

WPPR)* (A4,4X,9A8)

Function
upper bound fop,
upper bound foB,

Ol AG* (A4,3X,A1,9A8)

Function

Notfixed.

Fixed.

NONMEM is to obtain the inital estimate(s).
initial est. of (1,1) element of matrix

initial est. of (2,2) element of matrix

BLST)* (A4,3X,A1,9A8)

Function

Notfixed.

Fixed.

NONMEM is to obtain the inital estimate(s).
initial est. of (1,1) element of matrix

initial est. of (1,2) element of matrix

use symmetric enumeration
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SIMLUATION record

Field No.
1

Value

Oor blank
1

57

6l M) (A4,4X,1814)

Function
Simulation Step implemented
Smulation Step not implemented

If the value is 1, the subsequent fields may be ignored.

2
3

4

1-10

Oor blank
1
2
Oor blank
1
Oor blank
1
2

SOURCE record

Field No.
1
2
3

Value

no.of random sources (SORC records)

ga (eps) changes with each record

éa (eps) changes withwend.rec. (L2 rec) (NEW)

no.of subproblems

compute objectie function and other steps

only the simulation step

no partial devatives from PRED needed

PRED should compute 1st. desiives REQUESTFIRST)
PRED should compute 2nd. deaiives REQUESTSECOND)
simulated observation ¥ or F (PREDICTION)
smulated observation isS\D(NOPREDICTION)

Use inital ests. (TRUE=INITIAL)

with MSFI, use final ests. (TRUE=FINAL)

use values in NMPR16 (TRUE=PRIOR)

FORO) (A4,4X,2A12,14)

Function

-1-21474836447 firsteed
0-21474836447 secorsted

Oor blank
1
2

random numbers are pseudo-normal (NORMAL)
random numbers are pseudo-uniform (UNIFORM)
random numbers are from a nonmistrio (NONPARAMETRIC)
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ESTIMATION record ESTM (A4,4X,18I14)
Field No. Value Function
1 Oor blank Estimation Step implemented
1 Estimation Step not implemented

If the value is 1, the subsequent fields may be ignored.

2 0-9999 maximumno. of function. evaluations (low-order digits)
-1 Reusethe value from the previous run (with MSFI)
3 18 numberof significant figs. required in final est.
4 Oor blank no summarization of iterations
n>0 e/ery nth iteration summarized
5 Oor blank no second search (REPEAT)
1 scond search (REPEAT) implemented
6 Oor blank MSF not output
1 MSF output
7 Oor blank First order (FO) method
1 Conditional methogMETHOD=COND)
8 Oor blank No POSTHOC etas are to be estimated.
1 POSTHOC etas are to be estimated.
9 Oor blank Etas are 0 for comp. of intraind. error (NOINTERACTION)
1 Nonzero etas for comp. of intraind. error INTERACTION
10 Oor blank Do not use Laplacian method.
1 Laplacian method is to be used.
11 Oor blank ABOR if PRED sets error return code to 1
1 NOABORT - Attempt theta-reoeery when PRED error code 1.
12 Oor blank Faster method of compuation (NOSLOW)
1 Yower method of computation (SLOW)
2 Sower method of computation (SLOW=2); for Stieltjes
13 Oor blank avg. cond. est. of etas unconstrained (NOCENTER)
1 avg. cond. est. of etas constrained close to 0. (CENTER)
14 Oor blank First-order model not used (NOFO)
1 Frst-order model used with METHOD=1 CENTERING (FO)
15 Oor blank Second eta-derivs. computed by PRED (NONUMERICAL)
1 Second eta-derivs. for Laplacian to be obtained numerically.
16 Oor blank Y or F (with user-supplied code) is a prediction.
1 Y or Fis a LIKELIHOOD.
2 Y or Fis a-2LOGLIKELIHOOD
17 Oor blank Not the Hybrid method
1-99 no.of etas fixed to zero by ZERrecs. (Hybrid method)
18 Oor blank Not the Stieltjes method.
1 Sieltjes method; no GRID option.
2 Sieltjes method; GRID was specified.

ESTIMATION rec. continuation reg. ) (A4,4X,1814)

Field No. Value Function

1 Oor blank Required if estimation step is omitted, otherwise:
0 or dank TheREPEAT?2 option is not coded; same as NOREPEAT2
1 REPEAT?2 (with Stieltjes)
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ZERO record

Field No.
1

2

GRID record

Field No.
1

2
3
4

NONPARAMETRIC record
Value

Field No.
1

2

3

Oor blank
1
Oor blank.
1

0-9999

Value

nr
ns
r0
rl

Oor blank
1
Oor blank
1
Oor blank
1
Oor blank
1

59

No ETABARCHECK.

ETABARCHECK option is coded.

Sum contrito abj. func. in data set order.

Sort contrib to dbj. func. prior to sum (SORT)
maximumno. of function evaluations (high-order digits)
The no. of func. @als. is Field 4 * 10000 + low-order
When Field 4 is O or blank, this is simply low-order

ZERO* (A4,4X,1814)

Function

oonditional estimate for eta(1)

ea(1) is fixed to 0 (HYBRID method)
oonditional estimate for eta(2)

ea(2) is fixed to 0 (HYBRID method)

GRI D) (A4,4X,9A8)

Function

as pecified in GRID=(nr,ns,r0,rl)
& ecified in GRID=(nr,ns,r0,rl)
as ecified in GRID=(nr,ns,r0,rl)
as Pecified in GRID=(nr,ns,r0,rl)

KONP)  (A4,4X,1814)

Function

Nonparametric step implemented conditionally
Nonparametric step implemented unconditionally
use nonparametric estimate from input MSF
recompute nonparametric estimate

obtain marginal cumuleaés

compute conditional nonpagtas (CNPE ETAS)

no model specification file is output

amodel specification file is output
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COVARIANCE record

Field No.
1

© 00 ~

Value
Oor blank

(1)
2

Oor blank
1
2
Oor blank
1
2
3
Oor blank
1
Oor blank
1
O or blank
1
1
Oor blank
Oor blank
1

initial TABLE record

Field No.

1

Value

Oor blank
1

2

COVR) (A4,4X,1814)

Function

Cwariance Step conditionally implemented
(Covariance Step unconditionally implemented - obsolete)
Covariance Step not implemented

cwariance matrix set to (Rverse) S (R imerse)
covariance matrix set to Rverse

covariance matrix set to Svarse

neither R nor S printed.

R matrix printed

Smatrix printed

both R and S printed

eigewalues not printed

dgervaues printed.

default computation.

Secial computation with a recwsi FRED subroutine.
Print Cgariance Step arrays in normal format.

Print Covariance Step arrays in compressed format.

Normal method of computation
Yower method of computation (SLOW)

TABL) (A4,4X,1814)

Function

Table Step conditionally implemented
Table Step unconditionally implemented
Table Step not implemented

If the value is 2, the next field may be ignored, and there should not appear
ary individual TABLE records.

2

1-10

numberof tables
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individual TABLE record

Field No. Value
Pos. 1 blank
1

0-50
1-999
08
1-999
08
etc.

b~ wWNPEF

61

TABL) (A4,3X,11,1814)

Function

nooption record.

an option record follows.

(only if at least one item on the option rec. is non-blank)
numbef selected data item types

inde of 1st selected data item type

sortcode for data items of 1st selected type

inde of 2nd selected data item type

sortcode for data items of 2nd selected type

individual TABLE rec. contin. rec. ( )*  (A4,4X,1814)

(as needed)
Field No. Value

0

A WNPE

0
etc.

Function

1-999 inde of 9th. selected data item type

1-999 inde of 10th. selected data item type

individual TABLE record option reg. ) (A4,4X,1814)

Field No. Value

1 blank
1

2 1
2

3 blank
1
2

4 blank
1

5 blank
1

Function

E\ery data record appears in the table.

Only the first data rec. from each ind. rec. (FIRSTONLY)

With TABLE file, no printed table (NOPRINT)

With TABLE file, printed table appears in the NONMEM output.
Normalheader lines appear in the TABLE file.

Only one header in the TABLE file (ONEHEADER)

No headers are included in the TABLE file (NOHEADER)
TheTABLE file is opened and is positioned at the start.

The TABLE file is positioned at the end (FGRRD)

Dv, PRED, RES, WRES appear automatically

DV, PRED, RES, WRES do not appear unless listed (NOAPPEND)
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initial SCATTERPLQO record GCAT) (A4,4X,1814)

Field No. Value Function

1 Oor blank Scatterplot Step conditionally implemented
1 Scatterplot Step unconditionally implemented
2 Scatterplot Step not implemented

If the value is 2, the next field may be ignored, and there should not appear
ary individual SCATTERPLQ records.

2 1-20 numbef families

individual SCATTERPLO record GCAT) (A4,4X,614,218,414,16X)

Field No. Value Function
1 1-23 inde of data items plotted on abcsissa axis
2 1-23 index of data items plotted on ordinate axis
3 Oor blank a sngle scatterplot

1 aone-way patrtitioned scatterplot

2 atwo-way partitioned scatterplot

If the value of field 3 is 0 or blank, the nexiotfields should be ignored.
4 1-23 inde of 1st separator

If the value of field 3 is 1, the next field should be ignored.

5 1-23 inde of 2nd separator
6 Oor blank no unit slope line appears
1 unit slope line appears
7 099999999  noof the first data rec. for the scatter (FROM)
8 099999999  noof the last data rec. for the scatter (TO)
9 Oor blank a line through zero on the ordinate axis if appropriate.
1 aline through zero on the ordinate axis. (ORDO)
-1 noline through zero on the ordinate axis.
10 Oor blank a line through zero on the abscissa axis if appropriate.
1 aline through zero on the abscissa axis. (ABS0)
-1 noline through zero on the abscissa axis.
11 Oor blank Every data record appears in the scatter.
1 Only the first data rec. from each ind. rec. (FIRSTONLY)
12 Oor blank Every data record appears in the scatter

1 Only data records with MDV=0 (OBSONLY).
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